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#### Abstract

In this paper, the asymptotic behavior of solutions to a fractional stochastic nonlocal reaction-diffusion equation with polynomial drift terms of arbitrary order in an unbounded domain was analysed. First, the stochastic equation was transformed into a random one by using a stationary change of variable. Then, we proved the existence and uniqueness of solutions for the random problem based on pathwise uniform estimates as well as the energy method. Finally, the existence of a unique pullback attractor for the random dynamical system generated by the transformed equation is shown.
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## 1. Introduction

In real world applications, there might exist several nonlocal effects that influence the evolution of a system. For instance, we usually do not have enough information about the systems under study and its features at every point. In reality, the measurements are not made pointwise, but through some local average. Actually, during recent decades, many mathematicians have been studying nonlocal problems motivated by its various applications in physics, biology, and population dynamics [1-13].

Given $\gamma \in(0,1)$ and an initial time $\tau \in \mathbb{R}$, in this work the following problem is considered:

$$
\left\{\begin{array}{l}
\partial_{t} u+a(l(u))(-\Delta)^{\gamma} u+\lambda u=f(t, x, u)+h(t, x)+\alpha u \circ \frac{d W}{d t}, \quad x \in \mathbb{R}^{n}, t \geq \tau,  \tag{1.1}\\
u(x, \tau)=u_{\tau}(x), \quad x \in \mathbb{R}^{n},
\end{array}\right.
$$

where $\lambda$ and $\alpha$ are positive constants, $a(l(u))$ is a more general nonlocal operator (cf. see [14] for
more details), $l \in \mathcal{L}\left(\mathbb{R} ; L^{2}\left(\mathbb{R}^{n}\right)\right), h \in L_{l o c}^{2}\left(\mathbb{R} ; L^{2}\left(\mathbb{R}^{n}\right)\right), f$ is a continuous function satisfying standard dissipative and growth conditions, $W$ is a two-sided real-valued Wiener process in a probability space, and the symbol $\circ$ indicates the stochastic equation in the sense of Stratonovich integration.

Moreover, let us consider the following conditions imposed on the function $a \in C\left(\mathbb{R} ; \mathbb{R}^{+}\right)$. Suppose there exist some constants $0<m \leq M$, such that

$$
\begin{equation*}
m \leq a(s) \leq M, \quad s \in \mathbb{R}^{+} . \tag{1.2}
\end{equation*}
$$

Assume that the function $f: \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ is a smooth nonlinearity which satisfies, for all $t \in \mathbb{R}$ and $x \in \mathbb{R}^{n}$,

$$
\begin{gather*}
f(t, x, u) u \leq-\beta|u|^{p}+\psi_{1}(t, x),  \tag{1.3}\\
|f(t, x, u)| \leq \psi_{2}(t, x)|u|^{p-1}+\psi_{3}(t, x),  \tag{1.4}\\
\frac{\partial f}{\partial u}(t, x, u) \leq \psi_{4}(t, x), \tag{1.5}
\end{gather*}
$$

where $\beta>0$ and $p \geq 2$ are constants and

$$
\psi_{1} \in L_{l o c}^{1}\left(\mathbb{R} ; L^{1}\left(\mathbb{R}^{n}\right)\right), \psi_{2}, \psi_{4} \in L_{l o c}^{\infty}\left(\mathbb{R} ; L^{\infty}\left(\mathbb{R}^{n}\right)\right), \psi_{3} \in L_{l o c}^{q}\left(\mathbb{R} ; L^{q}\left(\mathbb{R}^{n}\right)\right),
$$

with $\frac{1}{p}+\frac{1}{q}=1$. The identification $l(u)$ is in fact $(l, u)$, however we keep the usual notation as in the existing previous literature $l(u)$ instead of $(l, u)$ for the operator $l$ acting on $u$.

We will establish the existence of a continuous cocycle for the non-autonomous fractional stochastic differential equation with $\gamma \in(0,1)$,

$$
\begin{equation*}
\partial_{t} u+a(l(u))(-\Delta)^{\gamma} u+\lambda u=f(t, x, u)+h(t)+\alpha u \circ \frac{d W}{d t}, \quad x \in \mathbb{R}^{n}, t \geq \tau \tag{1.6}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(\tau, x)=u_{\tau}(x), \quad x \in \mathbb{R}^{n} . \tag{1.7}
\end{equation*}
$$

For our purpose, we need to convert the stochastic equation into a deterministic one parameterized by $\omega \in \Omega$. To that end, we introduce a new variable $v=v\left(t, \tau, \omega, v_{\tau}\right)$ by,

$$
\begin{equation*}
v\left(t, \tau, \omega, v_{\tau}\right)=e^{-\alpha z\left(\theta_{t} \omega\right)} u\left(t, \tau, \omega, u_{\tau}\right), \tag{1.8}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{\tau}=e^{-\alpha z\left(\theta_{\tau}\right) \omega} u_{\tau}, \tag{1.9}
\end{equation*}
$$

where $\tau \in \mathbb{R}$ is a deterministic time, $t \geq \tau, \omega \in \Omega, u_{\tau} \in L^{2}\left(\mathbb{R}^{n}\right)$, and $u=u\left(t, \tau, \omega, u_{\tau}\right)$ is a solution of (1.1). Then, we find that, for $t>\tau$,

$$
\left\{\begin{array}{l}
\partial_{t} v+a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)(-\Delta)^{\gamma} v+\lambda v=\alpha z\left(\theta_{t} \omega\right) v  \tag{1.10}\\
\quad+e^{-\alpha z\left(\theta_{t} \omega\right)} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right)+e^{-\alpha z\left(\theta_{t} \omega\right)} h(t), \quad x \in \mathbb{R}^{n}, t \geq \tau, \\
v(x, \tau)=v_{\tau}(x), \quad x \in \mathbb{R}^{n} .
\end{array}\right.
$$

In fact, our final goal is to prove the existence of random attractors of problem (1.1) via proving the one of (1.10). Indeed, to state the existence of random attractors in $H^{\gamma}\left(\mathbb{R}^{n}\right)$, we need to establish the
pullback asymptotic compactness of solutions in $H^{\gamma}\left(\mathbb{R}^{n}\right)$. The main technique is approaching the whole domain $\mathbb{R}^{n}$ by a sequence of bounded domains $O_{k}, k \in \mathbb{N}$. For each $k$, it is well-known that $H^{\gamma}\left(O_{k}\right)$ is compactly embedded in $L^{2}\left(O_{k}\right)$. Then, letting $k \rightarrow \infty$, the tail estimates will help us overcome this compactness difficulty.

We emphasize that the main innovation of our analysis is that the model contains two kinds of nonlocal terms: one is the nonlocal diffusion coefficient $a(l(u))$, and the other is the nonlocal fractional Laplace operator. Fractional partial differential equations arise from a variety of applications in physics, finance, probability, and materials sciences. Hence, there are a great number of works about fractional models which are analyzed theoretically or by computer simulations, such as [15-18] and the references therein.

This paper is organized as follows: In the next section, we will recall definitions of non-autonomous random dynamical systems and the fractional Laplacian operator, and introduce notation which will be used frequently in this manuscript. In Section 3, we show the existence and uniqueness of solutions to problem (1.1) driven by multiplicative noise. Some uniform estimates are given in Section 4 mainly by energy estimates and a random transformation. In the last section, we establish the existence and uniqueness of random attractors to problem (1.1).

## 2. Preliminaries

### 2.1. Non-autonomous random dynamical systems

First, we briefly review some notation and results for non-autonomous random dynamical systems for the sake of readers' convenience. Assume that $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space and $(X, d)$ is a separable metric space. We use $d(A, B)$ to denote the Hausdorff semi-distance for nonempty subsets $A$ and $B$ of $X$.

Definition 2.1. [19, Definition 2.1] Let $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$ be a metric dynamical system. A mapping $\Phi: \mathbb{R}^{+} \times \mathbb{R} \times \Omega \times X \rightarrow X$ is called a continuous cocycle on $X$ over $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$ if for all $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $t, s \in \mathbb{R}^{+}$, the following conditions are satisfied:
(i) $\Phi(\cdot, \tau, \cdot, \cdot): \mathbb{R}^{+} \times \Omega \times X \rightarrow X$ is a $\left(\mathcal{B}\left(\mathbb{R}^{+}\right) \times \mathcal{F} \times \mathcal{B}(X), \mathcal{B}(X)\right)$-measurable mapping;
(ii) $\Phi(0, \tau, \omega, \cdot)$ is the identity on $X$;
(iii) $\Phi(t+s, \tau, \omega, \cdot)=\Phi\left(t, \tau+s, \theta_{s} \omega, \cdot\right) \circ \Phi(s, \tau, \omega, \cdot)$;
(iv) $\Phi(t, \tau, \omega, \cdot): X \rightarrow X$ is continuous.

Definition 2.2. [19, Definition 2.2] Let $\mathcal{D}$ be a collection of some families of nonempty subsets of $X$. Then, $\Phi$ is said to be $\mathcal{D}$-pullback asymptotically compact in $X$ if for all $\tau \in \mathbb{R}, \omega \in \Omega$, and any sequence $t_{n} \rightarrow+\infty, x_{n} \in \mathcal{D}\left(\tau-t_{n}, \theta_{-t_{n}} \omega\right)$, the sequence

$$
\left\{\Phi\left(t_{n}, \tau-t_{n}, \theta_{-t_{n}} \omega, x_{n}\right)\right\}_{n=1}^{\infty} \text { has a convergent subsequence in } X .
$$

Definition 2.3. [19, Definition 2.3] Let $\mathcal{D}$ be a collection of some families of nonempty subsets of $X$ and $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$. Then, $\mathcal{A}$ is called a $\mathcal{D}$-pullback attractor of $\Phi$ if the following conditions are satisfied:
(i) $\mathcal{A}$ is measurable and $\mathcal{A}(\tau, \omega)$ is compact for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$;
(ii) $\mathcal{A}$ is invariant, that is, for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\Phi(t, \tau, \omega, \mathcal{A}(\tau, \omega))=\mathcal{A}\left(\tau+t, \theta_{t} \omega\right), \quad t \geq 0
$$

(iii) $\mathcal{A}$ attracts every member of $\mathcal{D}$, that is, given $B \in \mathcal{D}, \tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\lim _{t \rightarrow \infty} d\left(\Phi\left(t, \tau-t, \theta_{-t} \omega, B\left(\tau-t, \theta_{-t} \omega\right)\right), \mathcal{A}(\tau, \omega)\right)=0
$$

The following results can be found in [20,21] (see also [22-24]) for related results.
Proposition 2.1. [19, Proposition 2.4] Let $\mathcal{D}$ be an inclusion-closed collection of some families of nonempty subsets of $X$, and $\Phi$ be a continuous cocyle on $X$ over $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$. If $\Phi$ is $\mathcal{D}$-pullback asymptotically compact in $X$ and has a $\mathcal{D}$-pullback attractor $\mathcal{A}$ in $\mathcal{D}$, then the $\mathcal{D}$-pullback attractor $\mathcal{A}$ is unique and is given by, for each $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\mathcal{A}(\tau, \omega)=\bigcap_{r \geq 0} \begin{array}{|} 
\\
t \geq r \\
& \left(t, \tau-t, \theta_{-t} \omega, K\left(\tau-t, \theta_{-t} \omega\right)\right)
\end{array} .
$$

### 2.2. Fractional Laplacian

Now, we recall some notation related to the fractional derivatives and fractional Sobolev spaces. Given $0<\gamma<1$, the fractional Laplace operator $(-\Delta)^{\gamma}$ is defined by,

$$
(-\Delta)^{\gamma} u(x)=-\frac{1}{2} C(n, \gamma) \int_{\mathbb{R}^{n}} \frac{u(x+y)+u(x-y)-2 u(x)}{|y|^{n+2 \gamma}} d y, \quad x \in \mathbb{R}^{n},
$$

provided the integral exists, where $C(n, \gamma)$ is a positive constant depending on $n$ and $\gamma$ as given by,

$$
\begin{equation*}
C(n, \gamma)=\left(\int_{\mathbb{R}^{n}} \frac{1-\cos \left(\xi_{1}\right)}{|\xi|^{n+2 \gamma}} d \xi\right)^{-1}, \quad \xi=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right) \in \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

It follows from [25] that

$$
(-\Delta)^{\gamma} u=\mathcal{F}^{-1}\left(|\xi|^{2 \gamma}(\mathcal{F} u)\right), \quad \xi \in \mathbb{R}^{n},
$$

where $\mathcal{F}$ is the Fourier transform. Let $H^{\gamma}\left(\mathbb{R}^{n}\right)$ be the fractional Sobolev space defined by,

$$
H^{\gamma}\left(\mathbb{R}^{n}\right)=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right): \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 \gamma}} d x d y<\infty\right\}
$$

with norm

$$
\|u\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}=\left(\int_{\mathbb{R}^{n}}|u(x)|^{2} d x+\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 \gamma}} d x d y\right)^{\frac{1}{2}}
$$

Throughout this paper, we denote by $\|\cdot\|_{p}$ the norm in $L^{p}\left(\mathbb{R}^{n}\right)$ for some $p \geq 2$. Especially, we denote the norm and the inner product of $L^{2}\left(\mathbb{R}^{n}\right)$ by $\|\cdot\|$ and $(\cdot, \cdot)$, respectively. For convenience, the Gagliardo semi-norm of $H^{\gamma}\left(\mathbb{R}^{n}\right)$ is denoted by $\|\cdot\|_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)}$, i.e.,

$$
\|u\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{2}} d x d y, \quad u \in H^{\gamma}\left(\mathbb{R}^{n}\right)
$$

We also use the notation

$$
(u, v)_{\left.\dot{H}^{\gamma} \mathbb{R}^{n}\right)}=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{n+2 \gamma}} d x d y, \quad u, v \in H^{\gamma}\left(\mathbb{R}^{n}\right) .
$$

Then, for all $u \in H^{\gamma}\left(\mathbb{R}^{n}\right)$, we have $\|u\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}=\|u\|^{2}+\|u\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}$. Note that $H^{\gamma}\left(\mathbb{R}^{n}\right)$ is a Hilbert space with inner product given by

$$
(u, v)_{H^{\gamma}\left(\mathbb{R}^{n}\right)}=(u, v)+(u, v)_{H^{\gamma}\left(\mathbb{R}^{n}\right)}, \quad u, v \in H^{\gamma}\left(\mathbb{R}^{n}\right) .
$$

By [25], we have

$$
\left\|(-\Delta)^{\frac{\gamma}{2}} u\right\|^{2}=\frac{C(n, \gamma)}{2}\|u\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}, \quad \forall u \in H^{\gamma}\left(\mathbb{R}^{n}\right)
$$

hence,

$$
\|u\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}=\|u\|^{2}+\frac{2}{C(n, \gamma)}\left\|(-\Delta)^{\frac{\gamma}{2}} u\right\|^{2}, \quad \forall u \in H^{\gamma}\left(\mathbb{R}^{n}\right)
$$

This implies that $\left(\|u\|^{2}+\left\|(-\Delta)^{\frac{1}{2}} u\right\|^{2}\right)^{\frac{1}{2}}$ is an equivalent norm of $H^{\gamma}\left(\mathbb{R}^{n}\right)$.
Let $(\Omega, \mathcal{F}, \mathbb{P})$ be the standard probability space with $\Omega=\{\omega \in C(\mathbb{R} ; \mathbb{R}): \omega(0)=0\}$, $\mathcal{F}$ the Borel $\sigma$-algebra induced by the compact-open topology of $\Omega$, and $\mathbb{P}$ the Wiener measure on $(\Omega, \mathcal{F})$. Denote by $\theta_{t}: \Omega \rightarrow \Omega$ the transformation

$$
\theta_{t} \omega(\cdot)=\omega(\cdot+t)-\omega(t), \quad \omega \in \Omega
$$

Then, $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$ is a metric dynamical system. Consider the following one-dimensional stochastic equations:

$$
d y+y d t=d W
$$

It follows from [26] that this equation has a unique stationary solution $y(t)=z\left(\theta_{t} \omega\right)$, where $z: \Omega \rightarrow \mathbb{R}$ is a random variable given by $z(\omega)=-\int_{-\infty}^{0} e^{\tau} \omega(\tau) d \tau$ for $\omega \in \Omega$. Moreover, there exists a $\theta_{t}$-invariant set of full measure $\Omega_{0}$ such that $z\left(\theta_{t} \omega\right)$ is pathwise continuous for every $\omega \in \Omega_{0}$, and

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty} \frac{\left|z\left(\theta_{t} \omega\right)\right|}{|t|}=0 \quad \text { and } \quad \lim _{t \rightarrow \pm \infty} \frac{1}{t} \int_{0}^{t} z\left(\theta_{\tau} \omega\right) d \tau=0 \tag{2.2}
\end{equation*}
$$

For convenience, in the following, we will not distinguish $\Omega_{0}$ and $\Omega$ and use the same notation $\Omega$ for both $\Omega_{0}$ and $\Omega$.

## 3. Main result

To define a continuous cocycle for the fractional stochastic reaction-diffusion equation (1.1), we first need to prove the existence and uniqueness of solutions to problem (1.10). By a solution of (1.10), we mean that $v$ satisfies the equation in the following sense:

Definition 3.1. Given $\tau \in \mathbb{R}, \omega \in \Omega$, and $v_{\tau} \in L^{2}\left(\mathbb{R}^{n}\right)$, a continuous function $v\left(\cdot, \tau, \omega, v_{\tau}\right):[\tau, \infty) \rightarrow$ $L^{2}\left(\mathbb{R}^{n}\right)$ is called a solution of problem (1.10), if $v\left(\tau, \tau, \omega, v_{\tau}\right)=v_{\tau}$, and

$$
v \in L_{l o c}^{2}\left((\tau, \infty) ; H^{\gamma}\left(\mathbb{R}^{n}\right)\right) \cap L_{l o c}^{p}\left((\tau, \infty) ; L^{p}\left(\mathbb{R}^{n}\right)\right)
$$

$$
\frac{d v}{d t} \in L_{l o c}^{2}\left((\tau, \infty) ; H^{-\gamma}\left(\mathbb{R}^{n}\right)\right) \cap L_{l o c}^{q}\left((\tau, \infty) ; L^{q}\left(\mathbb{R}^{n}\right)\right)
$$

and $v$ satisfies, for every $\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{align*}
& \frac{d}{d t}(v, \xi)+\frac{C(n, \gamma)}{2} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right) \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(v(x)-v(y))(\xi(x)-\xi(y))}{|x-y|^{n+2 \gamma}} d x d y+\lambda(x, \xi) \\
= & \alpha z\left(\theta_{t} \omega\right)(v, \xi)+e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right) \xi(x) d x+e^{-\alpha z\left(\theta_{i} \omega\right)} \int_{\mathbb{R}^{n}} h(t) \xi(x) d x, \tag{3.1}
\end{align*}
$$

in the sense of distributions on $(\tau, \infty)$.
To prove the existence of solutions of (1.10) in the sense of Definition 3.1, we will approximate the entire space $\mathbb{R}^{n}$ by a sequence of bounded domains $O_{k}=\left\{x \in \mathbb{R}^{n}:|x|<k\right\}$, and then take the limit as $k \rightarrow \infty$. Let $\rho:[0, \infty) \rightarrow \mathbb{R}$ be a smooth function such that $0 \leq \rho(s) \leq 1$ for all $0 \leq s<\infty$, and

$$
\rho(s)=1, \text { for } 0 \leq s \leq \frac{1}{2}, \quad \text { and } \quad \rho(s)=0, \text { for } s \geq 1 \text {. }
$$

Let us consider the non-autonomous fractional stochastic differential equation on $O_{k}$,

$$
\begin{align*}
\frac{d v_{k}}{d t} & +a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right)(-\Delta)^{\gamma} v_{k}+\lambda v_{k}=\alpha z\left(\theta_{t} \omega\right) v_{k}  \tag{3.2}\\
& +e^{-\alpha z\left(\theta_{t} \omega\right)} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)+e^{-\alpha z\left(\theta_{t} \omega\right)} h(t), \quad x \in O_{k}, t \geq \tau
\end{align*}
$$

with boundary condition

$$
\begin{equation*}
v_{k}(t, x)=0, \quad x \in \mathbb{R}^{n} \backslash O, \quad t \geq \tau \tag{3.3}
\end{equation*}
$$

and initial condition

$$
\begin{equation*}
v_{k}(\tau, x)=\rho\left(\frac{|x|}{k}\right) v_{\tau}(x), \quad x \in O_{k}, \tag{3.4}
\end{equation*}
$$

where $v_{\tau} \in L^{2}\left(\mathbb{R}^{n}\right)$. Note that, in the boundary condition (3.3), we require $v_{k}=0$ on the complement of $O_{k}$ (i.e., on $\mathbb{R}^{n} \backslash O_{k}$ ), not just on the boundary of $O_{k}$. This boundary condition is consistent with the definition of the nonlocal fractional Laplace operator $(-\Delta)^{\gamma}$. To present the existence of solutions of problem (3.2), for every $k \in \mathbb{N}$ we set $H_{k}=\left\{v \in L^{2}\left(\mathbb{R}^{n}\right): v=0\right.$ a.e. for $\left.|x| \geq k\right\}$ and $V_{k}=\left\{v \in H^{\gamma}\left(\mathbb{R}^{n}\right)\right.$ : $v=0$ a.e. for $|x| \geq k\}$. The dual space of $V_{k}$ is denoted by $V_{k}^{*}$.

Let $b: H^{\gamma}\left(\mathbb{R}^{n}\right) \times H^{\gamma}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ be a bilinear form given by, for $v_{1}, v_{2} \in H^{\gamma}\left(\mathbb{R}^{n}\right)$,

$$
b\left(v_{1}, v_{2}\right)=\lambda\left(v_{1}, v_{2}\right)+\frac{m}{2} C(n, \gamma) \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\left(v_{1}(x)-v_{1}(y)\right)\left(v_{2}(x)-v_{2}(y)\right)}{|x-y|^{n+2 \gamma}} d x d y .
$$

By using the bilinear form $b$, we define $A: H^{\gamma}\left(\mathbb{R}^{n}\right) \rightarrow H^{-\gamma}\left(\mathbb{R}^{n}\right)$ by

$$
\left(A\left(v_{1}\right), v_{2}\right)_{\left(H^{-\gamma}, H^{\gamma}\right)}=b\left(v_{1}, v_{2}\right), \quad \forall v_{1}, v_{2} \in H^{\gamma}\left(\mathbb{R}^{n}\right),
$$

where $(\cdot, \cdot)_{\left(H^{-\gamma}, H^{\gamma}\right)}$ is the duality pairing of $H^{-\gamma}\left(\mathbb{R}^{n}\right)$ and $H^{\gamma}\left(\mathbb{R}^{n}\right)$. Since $H_{k}$ and $V_{k}$ are subspaces of $L^{2}\left(\mathbb{R}^{n}\right)$ and $H^{\gamma}\left(\mathbb{R}^{n}\right)$, respectively, we find that $b: V_{k} \times V_{k} \rightarrow \mathbb{R}$ and $A: V_{k} \rightarrow V_{k}^{*}$ are well defined. Indeed, we have

$$
\left(A\left(v_{1}\right), v_{2}\right)_{\left(_{k}^{*}, V_{k}\right)}=b\left(v_{1}, v_{2}\right), \quad \forall v_{1}, v_{2} \in V_{k},
$$

where $(\cdot, \cdot)_{\left(V_{k}^{*}, V_{k}\right)}$ is the duality pairing of $V_{k}^{*}$ and $V_{k}$.
By means of conditions (1.2)-(1.5), it follows from [27] that, for every $\tau \in \mathbb{R}, \omega \in \Omega$, and $v_{\tau} \in$ $L^{2}\left(\mathbb{R}^{n}\right)$, problem (3.2)-(3.4) has a unique solution $v_{k}$ in the sense that $v_{k}\left(\cdot, \tau, \omega, v_{k}(\tau)\right):[\tau, \infty) \rightarrow H_{k}$ is continuous, $v_{k}\left(\tau, \tau, \omega, v_{k}(\tau)\right)(x)=\rho\left(\frac{|x|}{k}\right) v_{k}(x)$, and

$$
\begin{equation*}
v_{k} \in L_{l o c}^{2}\left((\tau, \infty) ; V_{k}\right) \cap L_{l o c}^{p}\left((\tau, \infty) ; L^{p}\left(\mathbb{R}^{n}\right)\right), \frac{d v_{k}}{d t} \in L_{l o c}^{2}\left((\tau, \infty) ; V_{k}^{*}\right)+L_{l o c}^{q}\left((\tau, \infty) ; L^{q}\left(\mathbb{R}^{n}\right)\right), \tag{3.5}
\end{equation*}
$$

and $v_{k}$, satisfies, for every $\xi \in V_{k} \cap L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{align*}
& \frac{d}{d t}\left(v_{k}, \xi\right)+\frac{C(n, \gamma)}{2} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right) \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\left(v_{k}(x)-v_{k}(y)\right)(\xi(x)-\xi(y))}{|x-y|^{n+2 \gamma}} d x d y+\lambda\left(v_{k}, \xi\right) \\
& =\alpha z\left(\theta_{t} \omega\right)\left(v_{k}, \xi\right)+e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{O_{k}} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right) \xi(x) d x+e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{O_{k}} h(t) \xi(x) d x, \tag{3.6}
\end{align*}
$$

in the sense of distributions on $(\tau, \infty)$. Next, we derive uniform estimates of the solution $v_{k}$ with respect to $k \in \mathbb{N}$ and prove the existence of solutions of (1.10) by taking the limit of $v_{k}$ when $k \rightarrow \infty$.

Theorem 3.2. Let (1.2)-(1.5) hold. Then, for every $\tau \in \mathbb{R}, \omega \in \Omega$, and $v_{\tau} \in L^{2}\left(\mathbb{R}^{n}\right)$, problem (1.10) has a unique solution $v\left(t, \tau, \omega, v_{\tau}\right)$ in the sense of Definition 3.1. This solution is $\left(\mathcal{F}, \mathcal{B}\left(L^{2}\left(\mathbb{R}^{n}\right)\right)\right)$-measurable in $\omega$ and continuous in initial data $v_{\tau}$ in $L^{2}\left(\mathbb{R}^{n}\right)$. Moreover, the solution $v$ satisfies the energy equation,

$$
\begin{align*}
\frac{d}{d t}\|v\|^{2} & +a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right) C(n, \gamma)\|v\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+2 \lambda\|v\|^{2}=2 \alpha z\left(\theta_{t} \omega\right)\|v\|^{2} \\
& +2 e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right) v d x+2 e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} h(t) v d x, \tag{3.7}
\end{align*}
$$

for almost all $t>\tau$.
Proof. The proof is similar to the case of bounded domains as in [27] by modifying appropriately the conditions of the nonlinear term $f$. Of course, for problem (1.10) defined on the unbounded domain $\mathbb{R}^{n}$, we must show that all estimates on the solutions of (3.2)-(3.4) are uniform with respect to $k \in \mathbb{N}$.
Step 1. Uniform estimates of solutions of (3.2)-(3.4). By (3.2), we obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{O_{k}}\left|v_{k}(x)\right|^{2} d x+a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right) \int_{O_{k}} v_{k}(x)(-\Delta)^{\gamma} v_{k}(x) d x+\lambda \int_{O_{k}}\left|v_{k}(x)\right|^{2} d x \\
= & \alpha z\left(\theta_{t} \omega\right) \int_{O_{k}}\left|v_{k}(x)\right|^{2} d x+e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{O_{k}} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right) v_{k} d x+e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{O_{k}} h(t) v_{k}(x) d x .
\end{aligned}
$$

By the boundary condition (3.3), all of the above integrals over the bounded domain $O_{k}$ can be replaced by that over the entire space $\mathbb{R}^{n}$, and hence we have

$$
\begin{align*}
& \frac{d}{d t}\left\|v_{k}\right\|^{2}+a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right) C(n, \gamma)\left\|v_{k}\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+2 \lambda\left\|v_{k}\right\|^{2}  \tag{3.8}\\
= & 2 \alpha z\left(\theta_{t} \omega\right)\left\|v_{k}\right\|^{2}+2 e^{-\alpha z\left(\theta_{i} \omega\right)}\left(f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right), v_{k}\right)+2 e^{-\alpha z\left(\theta_{t} \omega\right)}\left(h(t), v_{k}\right) .
\end{align*}
$$

By (1.4), the nonlinear term in (3.8) satisfies,

$$
\begin{align*}
e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right) v_{k} d x & \leq e^{-2 \alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}}\left(\psi_{1}(t, x)-\beta\left|e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right|^{p}\right) d x \\
& \leq e^{-2 \alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} \psi_{1}(t, x) d x-\beta e^{(p-2) \alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}}\left|v_{k}\right|^{p} d x . \tag{3.9}
\end{align*}
$$

By Young's inequality, we derive

$$
\begin{equation*}
e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} h(t) v_{k} d x \leq \frac{1}{2} e^{-2 \alpha z\left(\theta_{t} \omega\right)}\|h(t)\|^{2}+\frac{1}{2}\left\|v_{k}\right\|^{2} . \tag{3.10}
\end{equation*}
$$

It follows from (1.2) and (3.8)-(3.10) that

$$
\begin{align*}
& \frac{d}{d t}\left\|v_{k}\right\|^{2}+C(n, \gamma) m\left\|v_{k}\right\|_{\dot{H}^{v}\left(\mathbb{R}^{n}\right)}^{2}+2 \lambda\left\|v_{k}\right\|^{2}+2 \beta e^{(p-2) \alpha z\left(\theta_{t}(\omega)\right.} \int_{\mathbb{R}^{n}}\left|v_{k}\right|^{p} d x \\
\leq & \left(2 \alpha z\left(\theta_{t} \omega\right)+1\right)\left\|v_{k}\right\|^{2}+2 e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} \psi_{1}(t, x) d x+e^{-2 \alpha z\left(\theta_{t} \omega\right)}\|h(t)\|^{2} . \tag{3.11}
\end{align*}
$$

By the above inequality, we see that for every fixed $\omega \in \Omega$ and $T>0,\left\{v_{k}\right\}_{k=1}^{\infty}$ is bounded in

$$
\begin{equation*}
L^{\infty}\left(\tau, \tau+T ; L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{2}\left(\tau, \tau+T ; H^{\gamma}\left(\mathbb{R}^{n}\right)\right) \cap L^{p}\left(\tau, \tau+T ; L^{p}\left(\mathbb{R}^{n}\right)\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{A\left(v_{k}\right)\right\}_{k=1}^{\infty} \text { is bounded in } L^{2}\left(\tau, \tau+T ; H^{-\gamma}\left(\mathbb{R}^{n}\right)\right) . \tag{3.13}
\end{equation*}
$$

By (1.4) and (3.12), one can verify that

$$
\begin{equation*}
\left\{f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right\}_{k=1}^{\infty} \text { is bounded in } L^{q}\left(\tau, \tau+T ; L^{q}\left(\mathbb{R}^{n}\right)\right) \tag{3.14}
\end{equation*}
$$

As a consequence of (3.2) and (3.12)-(3.13), we find that, for each fixed $K \in \mathbb{N}$,

$$
\begin{equation*}
\left\{\frac{d v_{k}}{d t}\right\}_{k=1}^{\infty} \text { is bounded in } L^{q}\left(\tau, \tau+T ;\left(V_{k} \cap L^{p}\left(\mathbb{R}^{n}\right)\right)^{*}\right) \tag{3.15}
\end{equation*}
$$

Note that $1<q \leq 2$ since $p \geq 2$ and $p$ and $q$ are conjugate exponents.
Step 2. Existence of solutions of problem (3.2)-(3.4). By a diagonal process, from (3.12)-(3.14), we find that there exists $\tilde{v} \in L^{2}\left(\mathbb{R}^{n}\right)$, such that

$$
v \in L^{\infty}\left(\tau, \tau+T ; L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{2}\left(\tau, \tau+T ; H^{\gamma}\left(\mathbb{R}^{n}\right)\right) \cap L^{p}\left(\tau, \tau+T ; L^{p}\left(\mathbb{R}^{n}\right)\right),
$$

and $\chi \in L^{q}\left(\tau, \tau+T ; L^{q}\left(\mathbb{R}^{n}\right)\right)$ such that, up to a subsequence,

$$
\begin{gather*}
v_{k} \rightarrow v \text { weak-star in } L^{\infty}\left(\tau, \tau+T ; L^{2}\left(\mathbb{R}^{n}\right)\right),  \tag{3.16}\\
v_{k} \rightarrow v \text { weakly in } L^{2}\left(\tau, \tau+T ; H^{\gamma}\left(\mathbb{R}^{n}\right)\right) \cap L^{p}\left(\tau, \tau+T ; L^{p}\left(\mathbb{R}^{n}\right)\right),  \tag{3.17}\\
f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right) \rightarrow \chi \text { weakly in } L^{q}\left(\tau, \tau+T ; L^{q}\left(\mathbb{R}^{n}\right)\right), \tag{3.18}
\end{gather*}
$$

$$
\begin{equation*}
\frac{d v_{k}}{d t} \rightarrow \frac{d v}{d t} \text { weakly in } L^{q}\left(\tau, \tau+T ;\left(V_{k} \cap L^{p}\left(\mathbb{R}^{n}\right)\right)^{*}\right) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{k}(\tau, \tau+T, \omega) \rightarrow \tilde{v} \text { weakly in } L^{2}\left(\mathbb{R}^{n}\right) . \tag{3.20}
\end{equation*}
$$

Note that the embedding $H^{\gamma}\left(O_{K}\right) \hookrightarrow L^{2}\left(O_{K}\right)$ is compact, and also note that $L^{2}\left(O_{K}\right) \hookrightarrow\left(V_{K} \cap L^{p}\left(\mathbb{R}^{n}\right)\right)^{*}$ is continuous. Then by (3.12), (3.15), and the compactness result in [28], after an appropriate diagonal process, we find that, up to a subsequence,

$$
\begin{equation*}
v_{k} \rightarrow v \quad \text { strongly in } L^{2}\left(\tau, \tau+T ; L^{2}\left(O_{K}\right)\right), \quad \forall K \in \mathbb{N} . \tag{3.21}
\end{equation*}
$$

By (3.21) and a diagonal process again, there exists a further subsequence (which is still denoted by $\left.\left\{v_{k}\right\}_{k=1}^{\infty}\right)$ such that

$$
\begin{equation*}
v_{k} \rightarrow v \quad \text { for almost every }(t, x) \in(\tau, \tau+T) \times \mathbb{R}^{n} . \tag{3.22}
\end{equation*}
$$

On the one hand, since $a$ is a continuous function and $l \in L^{2}\left(\mathbb{R}^{n}\right)$, it follows from the above inequality that

$$
\begin{equation*}
a\left(l\left(e^{\alpha z\left(\theta_{i} \omega\right)} v_{k}\right)\right) \rightarrow a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right), \quad \text { for almost every }(t, x) \in(\tau, \tau+T) \times \mathbb{R}^{n} . \tag{3.23}
\end{equation*}
$$

On the other hand, as $f$ is continuous, by (3.22), we obtain

$$
\begin{equation*}
f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right) \rightarrow f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \quad \text { for almost every }(t, x) \in(\tau, \tau+T) \times \mathbb{R}^{n} . \tag{3.24}
\end{equation*}
$$

By (3.14) and (3.24), we infer from Mazur's lemma that,

$$
\begin{equation*}
f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right) \rightarrow f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \quad \text { weakly in } L^{q}\left(\tau, \tau+T ; L^{q}\left(\mathbb{R}^{n}\right)\right) . \tag{3.25}
\end{equation*}
$$

It follows from (3.18) and (3.25) that

$$
\begin{equation*}
\chi=f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right) \tag{3.26}
\end{equation*}
$$

Now, given $\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$, denote by

$$
\xi_{K}(x)=\rho\left(\frac{|x|}{K}\right) \xi(x), \quad \forall x \in \mathbb{R}^{n}
$$

By simple computations, one can verify that, for each $K \in \mathbb{N}, \xi_{K} \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\xi_{K} \rightarrow \xi \text { in } H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right) \tag{3.27}
\end{equation*}
$$

For every $k>K$ and $\phi \in C_{0}^{\infty}(\tau, \tau+T)$, by (3.2)-(3.4), we deduce

$$
\begin{align*}
& -\int_{\tau}^{\tau+T}\left(v_{k}, \xi_{K}\right) \phi^{\prime} d t+C(n, \gamma) \int_{\tau}^{\tau+T} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right)\left(v_{k}, \xi_{K}\right)_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)} \phi d t+\lambda \int_{\tau}^{\tau+T}\left(v_{k}, \xi_{K}\right) \phi d t \\
& =\alpha \int_{\tau}^{\tau+T} z\left(\theta_{t} \omega\right)\left(v_{k}, \xi_{K}\right) \phi d t+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right), \xi_{K}\right)_{\left(L^{q}, L^{p}\right)} \phi d t  \tag{3.28}\\
& +\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(h(t), \xi_{K}\right) \phi d t .
\end{align*}
$$

Taking the limit of (3.28) as $k \rightarrow \infty$, by (3.16)-(3.18) and (3.26), we obtain

$$
\begin{align*}
& -\int_{\tau}^{\tau+T}\left(v, \xi_{K}\right) \phi^{\prime} d t+C(n, \gamma) \int_{\tau}^{\tau+T} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)\left(v, \xi_{K}\right)_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)} \phi d t+\lambda \int_{\tau}^{\tau+T}\left(v, \xi_{K}\right) \phi d t \\
& =\alpha \int_{\tau}^{\tau+T} z\left(\theta_{t} \omega\right)\left(v, \xi_{K}\right) \phi d t+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \xi_{K}\right)_{\left(L^{q}, L^{p}\right)} \phi d t  \tag{3.29}\\
& +\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(h(t), \xi_{K}\right) \phi d t .
\end{align*}
$$

Taking the limit of (3.29) as $K \rightarrow \infty$, by (3.27), we have

$$
\begin{align*}
& -\int_{\tau}^{\tau+T}(v, \xi) \phi^{\prime} d t+C(n, \gamma) \int_{\tau}^{\tau+T} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)(v, \xi)_{\dot{H}^{\gamma} \gamma\left(\mathbb{R}^{n}\right)} \phi d t+\lambda \int_{\tau}^{\tau+T}(v, \xi) \phi d t \\
& =\alpha \int_{\tau}^{\tau+T} z\left(\theta_{t} \omega\right)(v, \xi) \phi d t+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \xi\right)_{\left(L^{q}, L^{p}\right)} \phi d t  \tag{3.30}\\
& +\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}(h(t), \xi) \phi d t .
\end{align*}
$$

Hence, we obtain that for all $\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{align*}
& \frac{d}{d t}(v, \xi)+\frac{C(n, \gamma)}{2} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)(v, \xi)_{\dot{H}^{y}\left(\mathbb{R}^{n}\right)}+\lambda(v, \xi)  \tag{3.31}\\
= & \alpha z\left(\theta_{t} \omega\right)(v, \xi)+e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \xi\right)_{\left(L^{q}, L^{p}\right)}+e^{-\alpha z\left(\theta_{t} \omega\right)}(h(t), \xi),
\end{align*}
$$

in the sense of distribution on $(\tau, \tau+T)$.
To prove the continuity of $v:[\tau, \infty) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$, we notice that $v \in L^{2}\left(\tau, \tau+T ; H^{\gamma}\left(\mathbb{R}^{n}\right)\right) \cap L^{p}(\tau, \tau+$ $T ; L^{p}\left(\mathbb{R}^{n}\right)$ ) and $\frac{d v}{d t} \in L^{2}\left(\tau, \tau+T ; H^{-\gamma}\left(\mathbb{R}^{n}\right)\right)+L^{q}\left(\tau, \tau+T ; L^{q}\left(\mathbb{R}^{n}\right)\right)$ by (3.17) and (3.19), respectively. Then, by the argument of [28], we infer that $v \in C\left([\tau, \tau+T] ; L^{2}\left(\mathbb{R}^{n}\right)\right)$ and

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\nu\|^{2}=\left(\frac{d v}{d t}, v\right)_{\left(H^{-\gamma}+L^{q}, H^{\gamma}+L^{p}\right)}, \quad \text { for almost every } t \in(\tau, \tau+T) \tag{3.32}
\end{equation*}
$$

It follows from (3.31)-(3.32), by taking $\xi=v$, that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|v\|^{2}+\frac{C(n, \gamma)}{2} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)}\right)\right)\|v\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+\lambda\|v\|^{2}  \tag{3.33}\\
= & \alpha z\left(\theta_{t} \omega\right)\|v\|^{2}+e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), v\right)_{\left(L^{q}, L^{p}\right)}+e^{-\alpha z\left(\theta_{t} \omega\right)}(h, v),
\end{align*}
$$

which yields the desired energy equality (3.7).
In what follows, we show $v(\tau)=v_{\tau}$ and $v(\tau+T)=\tilde{v}$. To this end, we take $\phi \in C^{1}([\tau, \tau+T])$ and
$\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$. Similar to (3.28), by (3.2)-(3.4) we deduce, for every $k>K$,

$$
\begin{align*}
& \left(v_{k}(\tau+T), \xi_{K}\right) \phi(\tau+T)-\left(v_{k}(\tau), \xi_{K}\right) \phi(\tau)=\int_{\tau}^{\tau+T}\left(v_{k}, \xi_{K}\right) \phi^{\prime} d t \\
& \quad-\frac{C(n, \gamma)}{2} \int_{\tau}^{\tau+T} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right)\right)\left(v_{k}, \xi_{K}\right) \phi d t-\lambda \int_{\tau}^{\tau+T}\left(v_{k}, \xi_{K}\right) \phi d t \\
& +\alpha \int_{\tau}^{\tau+T} z\left(\theta_{t} \omega\right)\left(v_{k}, \xi_{K}\right) \phi d t+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{k}\right), \xi_{K}\right)_{\left(L^{q}, L^{p}\right)} \phi d t  \tag{3.34}\\
& \quad+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(h, \xi_{K}\right) \phi d t .
\end{align*}
$$

Proceeding as before, by (3.4), (3.16)-(3.18), (3.20), and (3.26) we obtain from the above equality that, as $k \rightarrow \infty$,

$$
\begin{align*}
& \left(\tilde{v}, \xi_{K}\right) \phi(\tau+T)-\left(v_{\tau}, \xi_{K}\right) \phi(\tau)=\int_{\tau}^{\tau+T}\left(v, \xi_{K}\right) \phi^{\prime} d t \\
& \quad-\frac{C(n, \gamma)}{2} \int_{\tau}^{\tau+T} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)\left(v, \xi_{K}\right) \phi d t-\lambda \int_{\tau}^{\tau+T}\left(v, \xi_{K}\right) \phi d t  \tag{3.35}\\
& \quad+\alpha \int_{\tau}^{\tau+T} z\left(\theta_{t} \omega\right)\left(v, \xi_{K}\right) \phi d t+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \xi_{K}\right)_{\left(L^{q}, L^{p}\right)} \phi d t \\
& \quad+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(h, \xi_{K}\right) \phi d t .
\end{align*}
$$

As $K \rightarrow \infty$ in the above equality, by (3.27) we find, for all $\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$, that

$$
\begin{align*}
& (\tilde{v}, \xi) \phi(\tau+T)-\left(v_{\tau}, \xi\right) \phi(\tau)=\int_{\tau}^{\tau+T}(v, \xi) \phi^{\prime} d t \\
& \quad-\frac{C(n, \gamma)}{2} \int_{\tau}^{\tau+T} a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)(v, \xi) \phi d t-\lambda \int_{\tau}^{\tau+T}(v, \xi) \phi d t  \tag{3.36}\\
& \quad+\alpha \int_{\tau}^{\tau+T} z\left(\theta_{t} \omega\right)(v, \xi) \phi d t+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), \xi\right)_{\left(L^{q}, L^{p}\right)} \phi d t \\
& \quad+\int_{\tau}^{\tau+T} e^{-\alpha z\left(\theta_{t} \omega\right)}(h, \xi) \phi d t .
\end{align*}
$$

On the other hand, by (3.31) we find that the right hand side of equality (3.36) is given by

$$
(v(\tau+T), \xi) \phi(\tau+T)-(v(\tau), \xi) \phi(\tau)
$$

and therefore, we obtain

$$
\begin{equation*}
(v(\tau+T), \xi) \phi(\tau+T)-(v(\tau), \xi) \phi(\tau)=(\tilde{v}, \xi) \phi(\tau+T)-\left(v_{\tau}, \xi\right) \phi(\tau) \tag{3.37}
\end{equation*}
$$

By choosing $\phi \in C^{1}([\tau, \tau+T])$ with $\phi(\tau)=1$ and $\phi(\tau+T)=0$, we obtain from (3.37), that for all $\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
(v(\tau), \xi)=\left(v_{\tau}, \xi\right) \tag{3.38}
\end{equation*}
$$

Similarly, by choosing $\phi \in C^{1}([\tau, \tau+T])$ with $\phi(\tau)=0$ and $\phi(\tau+T)=1$, we infer from (3.37) that, for all $\xi \in H^{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
(v(\tau+T), \xi)=(\tilde{v}, \xi) \tag{3.39}
\end{equation*}
$$

By (3.38)-(3.39), we have

$$
\begin{equation*}
v(\tau)=v_{\tau} \quad \text { and } \quad v(\tau+T)=\tilde{v} \quad \text { in } \quad L^{2}\left(\mathbb{R}^{n}\right) \tag{3.40}
\end{equation*}
$$

which along with (3.20) implies that

$$
\begin{equation*}
v_{k}(\tau+T, \tau, \omega) \rightarrow v(\tau+T) \quad \text { weakly in } \quad L^{2}\left(\mathbb{R}^{n}\right) . \tag{3.41}
\end{equation*}
$$

Similar to (3.41), one can verify that, for every $t \geq \tau$, as $k \rightarrow \infty$

$$
\begin{equation*}
v_{k}(t, \tau, \omega) \rightarrow v(t) \quad \text { weakly in } \quad L^{2}\left(\mathbb{R}^{n}\right) \tag{3.42}
\end{equation*}
$$

Note that (3.31) and (3.42) indicate that $v$ is a solution of problem (3.2)-(3.4) in the sense of Definition 3.1 , and (3.33) shows that $v$ satisfies the energy equation (3.7).

Step 3. Uniqueness and measurability of solutions. Suppose $v_{1}$ and $v_{2}$ are solutions of (3.2)-(3.4). Then, for $\tilde{v}=v_{1}-v_{2}$, we have

$$
\begin{align*}
& \frac{d \tilde{v}}{d t}+\left(a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{1}\right)\right)(-\Delta)^{\gamma} v_{1}-a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v_{2}\right)\right)(-\Delta)^{\gamma} v_{2}\right)+\lambda \tilde{v}  \tag{3.43}\\
= & \alpha z\left(\theta_{t} \omega\right) \tilde{v}+e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{1}\right)-f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v_{2}\right)\right),
\end{align*}
$$

from which by (1.5) and the Lipschitz assumption imposed on function $a$, we find that for each $T>0$, there exists $c_{1}>0$ such that, for all $t \in[\tau, \tau+T]$,

$$
\frac{d}{d t}\|\tilde{v}\|^{2} \leq c_{1}\|\tilde{v}\|^{2}
$$

Then, the uniqueness and continuity of solutions for initial data in $L^{2}\left(\mathbb{R}^{n}\right)$ follow immediately.
Since the solution of problem (3.2)-(3.4) is unique, by (3.42), we see the whole sequence (not just a subsequence) $v_{k}\left(t, \tau, \omega, v_{k}(\tau)\right) \rightarrow v\left(t, \tau, \omega, v_{\tau}\right)$ weakly in $L^{2}\left(\mathbb{R}^{n}\right)$ for any $t \geq \tau$ and $\omega \in \Omega$. Because $v_{k}\left(t, \tau, \omega, v_{k}(\tau)\right)$ is measurable in $\omega \in \Omega$ as provided in [26], we infer that the weak limit $v\left(t, \tau, \omega, v_{\tau}\right)$ is also measurable in $\omega$, which completes the proof.

Based on Theorem 3.2, we can define a continuous cocycle for problem (1.10). Note that if $v$ is a solution of (3.2)-(3.4), then by (1.8) we see that $u$ is a solution of (3.2)-(3.4), where $u$ is given by

$$
u\left(t, \tau, \omega, u_{\tau}\right)=e^{\alpha z\left(\theta_{t} \omega\right)} v\left(t, \tau, \omega, v_{\tau}\right)
$$

with $u_{\tau}=e^{\alpha z\left(\theta_{\tau} \omega\right)} v_{\tau}$. Define a mapping $\Phi: \mathbb{R} \times \mathbb{R} \times \Omega \times L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ such that for every $t \in \mathbb{R}$, $\tau \in \mathbb{R}, \omega \in \Omega$, and $u_{\tau} \in L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\Phi\left(t, \tau, \omega, u_{\tau}\right)=u\left(t+\tau, \tau, \theta_{-\tau} \omega, u_{\tau}\right)=e^{\alpha z\left(\theta_{t} \omega\right)} v\left(t+\tau, \tau, \theta_{-\tau} \omega, v_{\tau}\right), \tag{3.44}
\end{equation*}
$$

where $v_{\tau}=e^{-\alpha z(\omega)} u_{\tau}$. It follows from Theorem 3.2 that $\Phi$ is a continuous cocycle in $L^{2}\left(\mathbb{R}^{n}\right)$ over $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$. The main purpose of this paper is to prove the existence of attractors of $\Phi$ in $L^{2}\left(\mathbb{R}^{n}\right)$. To that end, we recall that a family of bounded nonempty subsets of $L^{2}\left(\mathbb{R}^{n}\right), D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in$ $\Omega\}$, is tempered if for every $c>0, \tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\lim _{t \rightarrow-\infty} e^{c t}\left\|D\left(\tau+t, \theta_{t} \omega\right)\right\|=0
$$

where the notation $\|D\|$ for a subset $D$ of $L^{2}\left(\mathbb{R}^{n}\right)$ is understood as $\|D\|=\sup _{u \in D}\|u\|$. The collection of all tempered families of bounded nonempty subsets of $L^{2}\left(\mathbb{R}^{n}\right)$ is denoted by $\mathcal{D}$, that is,

$$
\begin{equation*}
\mathcal{D}=\left\{D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}: D \text { is tempered in } L^{2}\left(\mathbb{R}^{n}\right)\right\} . \tag{3.45}
\end{equation*}
$$

In this case, a $\mathcal{D}$-pullback attractor is also called a tempered attractor since $\mathcal{D}$ given by (3.45) contains all tempered families of bounded nonempty subsets of $L^{2}\left(\mathbb{R}^{n}\right)$.

From now on, we assume that, for every $\tau \in \mathbb{R}$,

$$
\begin{equation*}
\int_{-\infty}^{0} e^{m \lambda s}\left(\|h(s+\tau, \cdot)\|^{2}+\left\|\psi_{1}(s+\tau, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\right) d s<\infty . \tag{3.46}
\end{equation*}
$$

When deriving the existence of tempered pullback absorbing sets, we will further assume that $h$ and $\psi_{1}$ are tempered in the sense that, for every $c>0$,

$$
\begin{equation*}
\lim _{r \rightarrow-\infty} e^{c r} \int_{-\infty}^{0} e^{\lambda s}\left(\|h(s+r, \cdot)\|^{2}+\left\|\psi_{1}(s+r, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\right) d s=0 \tag{3.47}
\end{equation*}
$$

It is clear that (3.46)-(3.47) do not imply that $h$ is bounded in $L^{2}\left(\mathbb{R}^{n}\right)$ when $t \rightarrow \infty$.

## 4. Uniform estimates of solutions

In this section, we derive uniform estimates on the solutions of the nonlocal fractional stochastic differential equations in $H^{\gamma}\left(\mathbb{R}^{n}\right)$ as well as the uniform estimates on the tails of solutions for large space and time variables. The estimates in $L^{2}\left(\mathbb{R}^{n}\right)$ are given below.

Lemma 4.1. Under conditions (1.3)-(1.5) and (3.46), for every $\sigma \in \mathbb{R}, \tau \in \mathbb{R}, \omega \in \Omega$, and $D=$ $\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exists $T=T(\tau, \omega, D, \alpha)>0$ such that, for all $t \geq T$, the solution $v$ of system (1.10) satisfies

$$
\begin{align*}
&\left\|v\left(\sigma, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\frac{1}{2} m \int_{-t}^{\sigma-\tau} \zeta(s)\left\|v\left(s+\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} d s \\
&+ 2 \beta \int_{-t}^{\sigma-\tau} \zeta(s) e^{(p-2) \alpha z\left(\theta_{s} \omega\right)}\left\|v\left(s+\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d s  \tag{4.1}\\
& \leq M_{1}+M_{1} \int_{-\infty}^{\sigma-\tau} \zeta(s)\left(h(s+\tau)\left\|^{2}+\right\| \psi_{1}(s+\tau) \|_{L^{1}\left(\mathbb{R}^{n}\right)}\right) d s,
\end{align*}
$$

where $\zeta(s)=e^{\frac{5}{4} \lambda-2 \alpha} \int_{0}^{s} z\left(\theta_{r} \omega\right) d r, e^{\alpha z\left(\theta_{-} \omega\right)} v_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$, and $M_{1}$ is a positive constant independent of $\tau, \omega$ and $D$.

Proof. The proof is similar to the case of bounded domains as in [27]. For the reader's convenience, we outline the main ideas here. First, by (1.2)-(1.3) and (3.7), we have

$$
\begin{align*}
& \frac{d}{d t}\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2}+m C(n, \gamma)\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+2 \lambda\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2} \\
+ & 2 \beta e^{(p-2) \alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}}\left|v\left(t, \tau, \omega, v_{\tau}\right)\right|^{p} d x \leq 2 \alpha z\left(\theta_{t} \omega\right)\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2}  \tag{4.2}\\
+ & 2 e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} h(t) v\left(t, \tau, \omega, v_{\tau}\right) d x+2 e^{-2 \alpha z\left(\theta_{t} \omega\right)}\left\|\psi_{1}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} .
\end{align*}
$$

Note that Young's inequality implies that

$$
\begin{equation*}
2 e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} h(t) v\left(t, \tau, \omega, v_{\tau}\right) d x \leq \frac{1}{4} \lambda\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2}+\frac{4}{\lambda} e^{-2 \alpha z\left(\theta_{t} \omega\right)}\|h(t)\|^{2}, \tag{4.3}
\end{equation*}
$$

which, along with (4.2), yields

$$
\begin{align*}
& \frac{d}{d t}\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2}+m C(n, \gamma)\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+\frac{1}{2} \lambda\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2} \\
& \quad+\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{t} \omega\right)\right)\left\|v\left(t, \tau, \omega, v_{\tau}\right)\right\|^{2}+2 \beta e^{(p-2) \alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}}\left|v\left(t, \tau, \omega, v_{\tau}\right)\right|^{p} d x  \tag{4.4}\\
& \leq \frac{4}{\lambda} e^{-2 \alpha z\left(\theta_{t} \omega\right)}\|h(t)\|^{2}+2 e^{-2 \alpha z\left(\theta_{t} \omega\right)}\left\|\psi_{1}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} .
\end{align*}
$$

Solving (4.4) for $\|v\|^{2}$ on the interval $(\tau-t, \sigma)$ by introducing the integrating factor $e^{\frac{5}{4} \lambda-2 \alpha \int_{0}^{t} z\left(\theta_{r} \omega\right) d r}$, and the replacing $\omega$ by $\theta_{-\tau} \omega$, we obtain

$$
\begin{align*}
& \left\|v\left(\sigma, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\frac{\lambda}{2} \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r}\left\|v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} d s \\
& +2 \beta \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau}(\omega) d r\right.} e^{(p-2) \alpha z\left(\theta_{s-\tau} \omega\right)}\left\|v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d s \\
& +m C(n, \gamma) \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma^{s}}^{s} z\left(\theta_{r-\tau}(\omega) d r\right.} \| v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t} \|_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} d s\right.  \tag{4.5}\\
& \leq e^{\frac{5}{4} \lambda(\tau-t-\sigma)-2 \alpha \int_{\sigma}^{\tau-t} z\left(\theta_{r-\tau}(\omega) d r\right.}\left\|v_{\tau-t}\right\|^{2}+\frac{4}{\lambda} \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s-\tau} \omega\right)}\|h(s)\|^{2} d s \\
& +2 \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r}\left\|\psi_{1}(s)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} d s .
\end{align*}
$$

Since $e^{\alpha z\left(\theta_{-}(\omega)\right.} v_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ with $D \in \mathcal{D}$, by (3.2) one can verify that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\frac{5}{4} \lambda(\tau-t-\sigma)-2 \alpha \int_{\sigma}^{\tau-t} z\left(\theta_{r-\tau} \omega\right) d r}\left\|v_{\tau-t}\right\|^{2}=0 \tag{4.6}
\end{equation*}
$$

On the other hand, by (3.46) and (3.2) we find that, for all $\sigma \geq \tau-t$,

$$
\begin{gather*}
\int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s-\tau} \omega\right)}\|h(s)\|^{2} d s  \tag{4.7}\\
\leq \int_{-\infty}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau}(\omega) d r\right.} e^{-2 \alpha z\left(\theta_{s-\tau} \omega\right)}\|h(s)\|^{2} d s<\infty
\end{gather*}
$$

and

$$
\begin{gather*}
\int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s-\tau} \omega\right)}\left\|\psi_{1}(s)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} d s \\
\leq \int_{\infty}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s-\tau} \omega\right)}\left\|\psi_{1}(s)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} d s<\infty \tag{4.8}
\end{gather*}
$$

It follows from (4.7)-(4.8) that there exists $T=T(\tau, \omega, D, \alpha)>0$ such that, for all $t \geq T$,

$$
\begin{aligned}
& \left\|v\left(\sigma, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\frac{\lambda}{2} \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r}\left\|v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} d s \\
& +2 \beta \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} e^{(p-2) \alpha z\left(\theta_{s-\tau} \omega\right)}\left\|v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d s \\
& +m C(n, \gamma) \int_{\tau-t}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} \| v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t} \|_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} d s\right. \\
& \leq 1+\frac{4}{\lambda} \int_{-\infty}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r} e^{-2 \alpha z\left(\left(\theta_{s-\tau} \omega\right)\right.}\|h(s)\|^{2} d s \\
& +2 \int_{-\infty}^{\sigma} e^{\frac{5}{4} \lambda(s-\sigma)-2 \alpha \int_{\sigma}^{s} z\left(\theta_{r-\tau} \omega\right) d r}\left\|\psi_{1}(s)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} d s .
\end{aligned}
$$

After performing a change of variable, the desired estimates follow from the above inequality immediately; for more details, see [27, Lemma 4.1].

After a consequence of Lemma 4.1, we see that problem (1.10) has a tempered pullback absorbing set in $L^{2}\left(\mathbb{R}^{n}\right)$.

Corollary 4.2. Under conditions (1.3)-(1.5) and (3.47), for every $\tau \in \mathbb{R}, \omega \in \Omega$ and $D=\{D(\tau, \omega)$ : $\tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exists $T=T(\tau, \omega, D)>0$ such that the solution $v$ of $(1.10)$ with $e^{\alpha z\left(\theta_{-t} \omega\right)} v_{\tau-t} \in$ $D\left(\tau-t, \theta_{-t} \omega\right)$ satisfies, for all $t \geq T$,

$$
\begin{equation*}
v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right) \in B(\tau, \omega) \tag{4.9}
\end{equation*}
$$

where $B=\{B(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}$ is given by,

$$
B(\tau, \omega)=\left\{v \in L^{2}\left(\mathbb{R}^{n}\right):\|v\|^{2} \leq R(\tau, \omega)\right\}
$$

with $R=R(\tau, \omega)$ being a positive number given by,

$$
\begin{equation*}
R=M_{1}+M_{1} \int_{-\infty}^{0} e^{\frac{5}{4} \lambda s-2 \alpha \int_{0}^{s} z\left(\theta_{r} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s} \omega\right)}\left(\|h(s+\tau)\|^{2}+\left\|\psi_{1}(s+\tau)\right\|^{2}\right) d s \tag{4.10}
\end{equation*}
$$

Moreover, $R=\{R(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}$ is tempered in the sense that, for any $c>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{-c t} R\left(\tau-t, \theta_{-t} \omega\right)=0 \tag{4.11}
\end{equation*}
$$

Proof. (4.9) follows from Lemma 4.1 if we take $\sigma=\tau$, and the convergence of (4.11) can be proved in the same way as in the case of bounded domains, which can be found in $[14,27,29]$. The details are omitted here.

Next, we derive uniform estimates of solutions in $H^{y}\left(\mathbb{R}^{n}\right)$ for which we further assume that the function $\psi_{4}$ in (1.5) belongs to $L^{\infty}\left(\mathbb{R} ; L^{\infty}\left(\mathbb{R}^{n}\right)\right.$ ), and the nonlinearity $f$ satisfies, for all $t, u \in \mathbb{R}, x$ and $y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
|f(t, x, u)-f(t, y, u)| \leq\left|\psi_{5}(x)-\psi_{5}(y)\right|, \tag{4.12}
\end{equation*}
$$

where $\psi_{5} \in H^{\gamma}\left(\mathbb{R}^{n}\right)$.
Lemma 4.3. Under conditions (1.3)-(1.5), (4.12), and (3.46), for every $\tau \in \mathbb{R}, \omega \in \Omega$, and $D=$ $\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exists $T=T(\tau, \omega, D, \alpha)>0$ such that, for any $t \geq T$, the solution $v$ of problem (1.1) with $e^{\alpha z\left(\theta_{-}(\omega)\right.} v_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ satisfies

$$
\begin{aligned}
& \left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} \\
\leq & M_{2}+M_{2} \int_{-\infty}^{0} e^{\frac{5}{4} \lambda s-2 \alpha \int_{0}^{s} z\left(\theta_{r} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s} \omega\right)}\left(1+\|g(s+\tau)\|^{2}+\left\|\psi_{1}(s+\tau)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\right) d s,
\end{aligned}
$$

where $M_{2}$ is a positive constant independent of $\tau, \omega$, and $D$.
Proof. Multiplying (1.10) by $(-\Delta)^{\gamma} v$, we obtain

$$
\begin{align*}
& \frac{d}{d t}\left\|(-\Delta)^{\frac{\gamma}{2}} v\right\|^{2}+2 a\left(l\left(e^{\alpha z\left(\theta_{t} \omega\right)} v\right)\right)\left\|(-\Delta)^{\gamma} v\right\|^{2}+2\left(\lambda-\alpha z\left(\theta_{t} \omega\right)\right)\left\|(-\Delta)^{\frac{\gamma}{2}} v\right\|^{2}  \tag{4.13}\\
= & 2 e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right),(-\Delta)^{\gamma} v\right)+2 e^{-\alpha z\left(\theta_{t} \omega\right)}\left(h(t),(-\Delta)^{\gamma} v\right) .
\end{align*}
$$

We now estimate the right-hand side of (4.13). For the first term, by (1.5) and (4.11) we have $C_{n \gamma}=$ $C(n, \gamma)$, and

$$
\begin{align*}
& 2 e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right),(-\Delta)^{\gamma} v\right)=2 e^{-\alpha z\left(\theta_{t} \omega\right)}\left((-\Delta)^{\frac{\gamma}{2}} f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v\right),(-\Delta)^{\frac{\gamma}{2}} v\right) \\
& =C_{n \gamma} e^{-\alpha z\left(\theta_{t} \omega\right)}\left(f\left(t, \cdot, e^{\alpha z\left(\theta_{t} \omega\right)} v\right), v\right)_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)} \\
& =C_{n, \gamma} e^{-\alpha z\left(\theta_{t}(\omega)\right.} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v(x)\right)-f\left(t, y, e^{\alpha z\left(\theta_{t} \omega\right)} v(y)\right)\right) B(x, y) d x d y \\
& =C_{n, \gamma} e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(f\left(t, x, e^{\alpha z\left(\theta_{t} \omega\right)} v(x)\right)-f\left(t, y, e^{\alpha z\left(\theta_{t} \omega\right)} v(x)\right)\right) B(x, y) d x d y \\
& +C_{n, \gamma} e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(f\left(t, y, e^{\alpha z\left(\theta_{t} \omega\right)} v(x)\right)-f\left(t, y, e^{\alpha z\left(\theta_{t} \omega\right)} v(y)\right)\right) B(x, y) d x d y \\
& \leq C_{n, \gamma} e^{-\alpha z\left(\theta_{t} \omega\right)} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\left|\psi_{5}(x)-\psi_{5}(y)\right||v(x)-v(y)|}{|x-y|^{n+2 \gamma}} d x d y  \tag{4.14}\\
& +C_{n \gamma} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\psi_{4}(t, y)(v(x)-v(y))^{2}}{|x-y|^{n+2 \gamma}} d x d y \\
& \leq C_{n \gamma} e^{-\alpha z\left(\theta_{i} \omega\right)}\left\|\psi_{5}\right\|_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)}\|v\|_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)}+C_{n, \gamma}\left\|\psi_{4}\right\|_{L^{\infty}\left(\mathbb{R}, L^{\infty}\left(\mathbb{R}^{n}\right)\right)}\|v\|_{\dot{H}^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} \\
& \leq \frac{1}{2 m} C_{n \gamma} e^{-2 \alpha z\left(\theta_{t} \omega\right)}\left\|\psi_{5}\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+\left(\frac{m}{2}+\left\|\psi_{4}\right\|_{L^{\infty}\left(\mathbb{R}, L^{\infty}\left(\mathbb{R}^{n}\right)\right)}\right) C_{n \gamma}\|v\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} \\
& \leq \frac{1}{2 m} C_{n \gamma} e^{-2 \alpha z\left(\theta_{t}(\omega)\right.}\left\|\psi_{5}\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2}+\left(m+2\left\|\psi_{4}\right\|_{L^{\infty}\left(\mathbb{R}, L^{\infty}\left(\mathbb{R}^{n}\right)\right)}\right)\left\|(-\Delta)^{\frac{\gamma}{2}} v\right\|^{2},
\end{align*}
$$

where $B(x, y)=\frac{v(x)-v(y)}{|x-y| n+2 \gamma}$. For the last term on the right-hand side of (4.13), we have

$$
\begin{equation*}
2\left|e^{-\alpha z\left(\theta_{i} \omega\right)}\left(h(t),(-\Delta)^{\gamma} v\right)\right| \leq \frac{m}{2}\left\|(-\Delta)^{\gamma} v\right\|^{2}+\frac{2}{m} e^{-2 \alpha z\left(\theta_{i} \omega\right)}\|h(t)\|^{2} . \tag{4.15}
\end{equation*}
$$

It follows from (4.13)-(4.15) and (1.2) that,

$$
\begin{align*}
& \frac{d}{d t}\left\|(-\Delta)^{\frac{\gamma}{2}} v\right\|^{2}+m\left\|(-\Delta)^{\gamma} v\right\|^{2}+2\left(\lambda-\alpha z\left(\theta_{t} \omega\right)\right)\left\|(-\Delta)^{\frac{\gamma}{2}} v\right\|^{2} \\
\leq & c_{1}\left\|(-\Delta)^{\frac{\gamma}{2}} v\right\|^{2}+\left(\frac{2}{m}\|h(t)\|^{2}+c_{2}\right) e^{-2 \alpha z\left(\theta_{t} \omega\right)} . \tag{4.16}
\end{align*}
$$

Given $t \in \mathbb{R}^{+}, \tau \in \mathbb{R}$, and $\omega \in \Omega$, let $s \in(\tau-1, \tau)$. Multiplying (4.16) by $e^{\int_{0}^{f}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{s} \omega\right)\right) d s}$ and integrating over ( $s, \tau$ ), we infer that

$$
\begin{align*}
&\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\tau, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2} \leq e^{\int_{\tau}^{s}\left(\frac{5}{4} \lambda-2 \alpha z(\theta \xi \xi)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(s, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2} \\
&+c_{1} \int_{s}^{\tau} e^{\int_{\tau}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \omega\right)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\zeta, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2} d \zeta  \tag{4.17}\\
&+\int_{s}^{\tau} e^{\int_{\tau}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \omega\right)\right) d \xi}\left(\frac{2}{m}\|h(\zeta)\|^{2}+c_{2}\right) e^{-2 \alpha z\left(\theta \theta_{\xi} \omega\right)} d \zeta .
\end{align*}
$$

Integrating again with respect to $s$ on $(\tau-1, \tau)$, we obtain

$$
\begin{align*}
& \left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\tau, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2} \\
\leq & \left.\int_{\tau-1}^{\tau} e^{\int_{\tau}^{s}\left(\frac{5}{4} \lambda-2 \alpha z(\theta \xi \xi\right.} \bar{\xi}\right) d \xi \xi\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(s, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2} d s \\
+ & c_{1} \int_{\tau-1}^{\tau} e^{\int_{\tau}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \omega\right)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\zeta, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2} d \zeta  \tag{4.18}\\
+ & \int_{\tau-1}^{\tau} e^{\int_{\tau}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \omega\right)\right) d \xi}\left(\frac{2}{m}\|h(\zeta)\|^{2}+c_{2}\right) e^{-2 \alpha z\left(\theta \theta_{\xi} \omega\right)} d \zeta .
\end{align*}
$$

Substituting $\theta_{-\tau} \omega$ for $\omega$, we deduce from (4.18) that

$$
\begin{align*}
& \left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \\
& \leq \int_{\tau-1}^{\tau} e^{\int_{\tau}^{s}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi-\tau} \omega\right)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} d s \\
& +c_{1} \int_{\tau-1}^{\tau} e^{\int_{\tau}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi-\tau} \omega\right)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\zeta, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} d \zeta \\
& +\int_{\tau-1}^{\tau} e^{\int_{\tau}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi-\tau} \omega\right)\right) d \xi}\left(\frac{2}{m}\|h(\zeta)\|^{2}+c_{2}\right) e^{-2 \alpha z\left(\theta_{\zeta-\tau} \omega\right)} d \zeta  \tag{4.19}\\
& \leq \int_{-1}^{0} e^{\int_{0}^{s}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \omega\right)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(s+\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-\tau}\right)\right\|^{2} d s \\
& +c_{1} \int_{\tau-1}^{\tau} e^{\int_{0}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \omega\right)\right) d \xi}\left\|(-\Delta)^{\frac{\gamma}{2}} v\left(\zeta+\tau, \tau-t, \theta_{-\tau} \omega, \nu_{\tau-t}\right)\right\|^{2} d \zeta \\
& +\int_{\tau-1}^{\tau} e^{\int_{0}^{\zeta}\left(\frac{5}{4} \lambda-2 \alpha z\left(\theta_{\xi} \xi\right)\right) d \xi}\left(\frac{2}{m}\|h(\zeta+\tau)\|^{2}+c_{2}\right) e^{-2 \alpha z\left(\theta_{\xi}(\omega)\right.} d \zeta,
\end{align*}
$$

which, along with Lemma 4.1 for $\sigma=\tau$, implies the desired estimates.
To prove the pullback asymptotic compactness of the cocycle associated with problem (1.10) on the unbounded domain $\mathbb{R}^{n}$, we need to derive the uniform estimate on the tail parts of the solutions for large space variables when the time is large enough.
Lemma 4.4. Suppose the conditions of Lemma 4.1 hold. Then, for every $\varepsilon>0, \tau \in \mathbb{R}, \omega \in \Omega$, and $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exists $T=T(\tau, \omega, D, \varepsilon, \alpha)>0, K=K(\tau, \omega, \varepsilon) \leq 1$ such that, for all $t \geq T$ and $k \geq K$, the solution $v$ of problem (1.10) with $e^{\alpha z\left(\theta_{-} \omega\right)} v_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ satisfies

$$
\int_{|x| \geq k}\left|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)(x)\right|^{2} d x \leq \varepsilon
$$

Proof. The proof of this lemma follows that of Lemma 4.4 in [19], so we omit the details here.

## 5. Existence of random attractors

In this section, we prove the existence and uniqueness of tempered pullback attractors for the nonlocal fractional stochastic differential equation (1.1). To that end, we need to establish the existence of tempered random absorbing sets and the pullback asymptotic compactness of the cocycle $\Phi$.

Lemma 5.1. Under conditions (1.2)-(1.5) and (3.46), the cocyle $\Phi$ has a closed measurable pullback absorbing set $K=\{K(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, and for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$, the set $K(\tau, \omega)$ is defined by

$$
K(\tau, \omega)=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right):\|u\|^{2} \leq e^{2 \alpha z(\omega)} R(\tau, \omega)\right\},
$$

where $R(\tau, \omega)$ is the same as in (4.10).
Proof. First, by (3.2) and (4.11), we see that $K \in \mathcal{D}$, that is, for every $c>0$,

$$
\lim _{t \rightarrow \infty} e^{-c t}\left\|K\left(\tau-t, \theta_{-t} \omega\right)\right\|=0
$$

On the other hand, by (1.8), we have

$$
\begin{equation*}
u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)=e^{\alpha z(\omega)} v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right) \quad \text { with } u_{\tau-t}=e^{\alpha z\left(\theta_{-}(\omega)\right.} v_{\tau-t} . \tag{5.1}
\end{equation*}
$$

Then, it follows from Corollary 4.2 that, for every $D \in \mathcal{D}$ and $u_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$, there exists $T=T(\tau, \omega, D, \alpha)>0$ such that for all $t \geq T$,

$$
\begin{equation*}
v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right) \in B(\tau, \omega) \tag{5.2}
\end{equation*}
$$

where $B(\tau, \omega)$ is the same set as in (4.9). By (5.1)-(5.2), we find that, for all $t \geq T$,

$$
u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right) \in K(\tau, \omega),
$$

which along with (3.44) implies that, for all $t \geq T$,

$$
\Phi\left(t, \tau-t, \theta_{-t} \omega, u_{\tau-t}\right) \in K(\tau, \omega)
$$

This shows that $K$ is a $\mathcal{D}$-pullback absorbing set of $\Phi$. It is clear that $R(\tau, \omega)$ is measurable in $\omega \in \Omega$, which implies the measurability of $K(\tau, \omega)$ in $\omega \in \Omega$.

The uniform estimates of the solutions of problem (1.1) in $H^{\gamma}\left(\mathbb{R}^{n}\right)$ is given below.
Lemma 5.2. Assume the conditions of Lemma 4.3 hold. For every $\tau \in \mathbb{R}, \omega \in \Omega$, and $D=\{D(\tau, \omega)$ : $\tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ there exists $T=T(\tau, \omega, D, \alpha)>0$ such that, for any $t \geq T$, the solution u of problem (1.1) with $u_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ satisfies

$$
\begin{aligned}
& \left\|u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{H^{\gamma}\left(\mathbb{R}^{n}\right)}^{2} \\
\leq & M_{3}+M_{3} \int_{-\infty}^{0} e^{\frac{5}{4} \lambda-2 \alpha \int_{0}^{s} z\left(\theta_{r} \omega\right) d r} e^{-2 \alpha z\left(\theta_{s} \omega\right)}\left(1+\|h(s+\tau)\|^{2}+\left\|\psi_{1}(s+\tau)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\right) d s,
\end{aligned}
$$

where $M_{3}=M_{2} e^{2 \alpha z(\omega)}$ and $M_{2}$ is the same positive constant as in Lemma 4.3.
Proof. This estimate follows from (5.1) and Lemma 4.3 immediately.
Based on Lemma 4.4, one can derive the uniform estimates on the tails of solutions of problem (1.1) as stated below.

Lemma 5.3. Suppose the conditions of Lemma 4.3 are true. Then, for every $\varepsilon>0, \tau \in \mathbb{R}, \omega \in \Omega$, and $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ there exists $T=T(\tau, \omega, D, \varepsilon, \alpha)>0, K=K(\tau, \omega, \varepsilon) \geq 1$ such that, for all $t \geq T$ and $k \geq K$, the solution $u$ of problem (1.1) with $u_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ satisfies

$$
\int_{|x| \geq k}\left|u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)(x)\right|^{2} d x \leq \varepsilon .
$$

Proof. This is an immediate consequence of Lemma 4.4 together with the arguments of the proof of Lemma 5.1. The details are omitted here.

The next lemma is concerned with the $\mathcal{D}$-pullback asymptotic compactness of $\Phi$.
Lemma 5.4. Under conditions (1.2)-(1.5), (4.12), and (3.47), for every $\tau \in \mathbb{R}, \omega \in \Omega$, and $D=$ $\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, the sequence $\Phi\left(t_{n}, \tau-t_{n}, \theta_{-t_{n}} \omega, u_{0, n}\right)$ has a convergence subsequence in $L^{2}\left(\mathbb{R}^{n}\right)$ whenever $t_{n} \rightarrow \infty$ and $u_{0, n} \in D\left(\tau-t_{n}, \theta_{-t_{n}} \omega\right)$.

Proof. By (3.44), we have

$$
\Phi\left(t_{n}, \tau-t_{n}, \theta_{-t_{n}} \omega, u_{0, n}\right)=u\left(\tau, \tau-t_{n}, \theta_{-\tau} \omega, u_{0, n}\right),
$$

which, along with Lemma 5.3, shows that for every $\varepsilon>0, \tau \in \mathbb{R}$, and $\omega \in \Omega$, there exist $K=$ $K(\tau, \omega, \varepsilon) \geq 1$ and $N_{1}=N_{1}(\tau, \omega, D, \varepsilon) \geq 1$ such that, for all $n \geq N_{1}$,

$$
\begin{equation*}
\left\|\Phi\left(t_{n}, \tau-t_{n}, \theta_{-t_{n}} \omega, u_{0, n}\right)\right\|_{L^{2}(|x| \geq K)} \leq \frac{\varepsilon}{2} \tag{5.3}
\end{equation*}
$$

By Lemma 5.2, we find there exists $N_{2}=N_{2}(\tau, \omega, D, \varepsilon) \geq N_{1}$ such that, for all $n \geq N_{2}$,

$$
\left\|\Phi\left(t_{n}, \tau-t_{n}, \theta_{2,-t_{n}} \omega, u_{0 n}\right)\right\|_{H^{\gamma}(|x|<K)} \leq L(\tau, \omega),
$$

where $L(\tau, \omega)$ is a positive constant. Since $\gamma \in(0,1)$, the embedding $H^{\gamma}(|x|<K) \hookrightarrow L^{2}(|x|<K)$ is compact, which together with (5.3) implies that $\left\{\Phi\left(t_{n}, \tau-t_{n}, \theta_{2,-t_{n}} \omega, u_{0, n}\right\}_{n=1}^{\infty}\right.$ has a finite covering in $L^{2}\left(\mathbb{R}^{n}\right)$ of balls of radii less than $\varepsilon$. As a consequence, we infer that the sequence $\left\{\Phi\left(t_{n}, \tau-t_{n}, \theta_{2,-t_{n}} \omega, u_{0, n}\right)\right\}_{n=1}^{\infty}$ is precompact in $L^{2}\left(\mathbb{R}^{n}\right)$.

We now present our main result of this paper as follows.
Theorem 5.5. Suppose (1.2)-(1.5), (4.12), and (3.47) hold. Then, the cocycle $\Phi$ of problem (1.1) has a unique $\mathcal{D}$-pullback attractor $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ in $L^{2}\left(\mathbb{R}^{n}\right)$.

Proof. This is an immediate consequence of Lemmas 5.1 and 5.4 and Proposition 2.1.

## 6. Conclusions and future work

We studied the existence and uniqueness of weak solutions, as well as the existence and uniqueness of random attractors, to a kind of nonlocal fractional stochastic reaction-diffusion equations in $\mathbb{R}^{n}$ by doing an appropriate change of variables. The limitation of this method is obvious: it is only helpful when the noise is additive or (linear) multiplicative. Therefore, in the next step, it is worth analyzing this model, but driven by a more general nonlinear noise. In this case, the method used in this paper fails. Instead, it is necessary to find another technique to establish the results, for example, the WongZakai approximation can be a good option to handle this problem or the theory of mean weak random attractors.
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