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Abstract: The behavior of discrete-event systems, in which the individual components move from
event to event rather than varying continuously through time, is often described by systems of linear
equations in max-min algebra, in which classical addition and multiplication are replaced by @ and Q,
representing maximum and minimum, respectively. Max-min equations have found a broad area of
applications in causal models, which emphasize relationships between input and output variables.
Many practical situations can be described using max-min systems of linear equations. We shall deal
with a two-sided max-min system of linear equations with unknown column vector x of the form
A®x®c=B®x®d, where A, B are given square matrices, ¢, d are column vectors and operations @&
and ® are extended to matrices and vectors in the same way as in the classical algebra. We give
an equivalent condition for its solvability. For a given max-min objective function f, we consider
optimization problem of type fT ® x — max or min constraintto AQ x®c = B® x ® d. We solve the
equation in the form f(x) = v on the set of solutions of the equation A ® x ® ¢ = B® x @ d and extend
the problem to the case of an interval function f and an interval value v. We define several types of
the reachability of the interval value v by the interval function f and provide equivalent conditions for
them.
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1. Introduction

Problems on algebraic structures, in which pairs of operations (max,+) or (max, min) replace
addition and multiplication of the classical algebra, appear in the literature from approximately the
sixties of the last century, see e. g., [3, 18]. A systematic theory of such algebraic structures was likely
published for the first times in [3].
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The behavior of discrete event systems, in which the individual components move from event to
event rather than varying continuously through time, is often described using max-plus or max-min
algebra. Max-min algebra is a convenient algebraic setting for some types of optimization problems,
see [4]. It can be used in a range of practical problems related to scheduling and optimization, fuzzy
discrete dynamical systems, graph theory, knowledge engineering, cluster analysis, fuzzy systems and
for describing the diagnosis of technical devices [17,20], medical diagnosis [16] and offer many new
problems. Discrete dynamical systems and the related algebraic structures were studied using max-min
matrix operations in [3, 5, 15]. In recent decades, there has been significant effort to study systems of
max-min linear equations in the form A ® x = b, where the elements of A and b represent capacities,
relationships between certain objects, equipment reliability, and the like. In practice, these values are
not precise numbers but are usually contained in some intervals. Interval arithmetic is an efficient way
to represent matrices in a guaranteed way on a computer. Interval systems of linear equations of the
form A ® x = b have been intensively studied, see [11-15].

Since the operation of maximum replacing addition is not a group operation, but only a semi-group
one, there is substantial difference between solving systems with variables on one side of equation and
systems with variables occurring on both sides, i.e., A® x = B® x. Two-sided max-min linear systems
were studied in [6], where a simple polynomial algorithm was described.

The issue of linear programming (optimization) in classical algebra is well known and intensively
researched. M. Hladik has dealt with interval versions of linear optimization in classical algebra in
several publications, e.g., [7,8]. In max-plus algebra, max-linear programming (optimization) was
introduced by Aminu and Butkovic€ in [1]. A special type of max-linear programming has been studied
in [2]. Optimization problems of classical linear functions under an max-min equation constraint have
been studied in [9, 19].

In this paper, we shall deal with a two-sided system of linear equations of the form A ® x ® ¢ =
B ® x & d, where A, B are given square matrices, b, d are column vectors and operations @ and ® are
extended to matrices and vectors in the same way as in the classical algebra. We give an equivalent
condition for its solvability. For a given objective function f, we shall deal with an optimization
problem of type /7 ® x — max or min such that AQ x® ¢ = B® x®d. We will also solve an equation
of the form f(x) = v on the solution set of the equation A ® x ® ¢ = B® x ® d. Replacing an objective
function f and a number v with an interval function f and an interval value v leads to the definition of
several types of the reachability of interval value v by interval function f.

The following example is a modified and extended version of the example listed in [6].

Example 1.1. Let us take a manufacturing company that transports components to produce a specific
product from places Pi, P,, P;s. Transportation means of different size are transporting these
components from places P;, i = 1,2,3 to place T, where the assembly line is located. The goods are
unloaded in 7', assembled and the transportation means with completed products have to return to P;.
We assume that the connection between P; and T is only possible via one of the places Q;, j = 1,2,
the roads between P; and Q; are one-way roads, and the capacity of the road in the direction from P;
to Q; is equal to a;;. The transport from 7T to P; is carried out via other one-way roads between places
Q; and P; with capacities of the road in the direction from Q; to P; equal to b;;.

In Figure 1, there is an arrow (P; Q;), if there exists a connection from P; to Q;, and there is an
arrow (Q; P;) if there exists a connection from Q; to P;, where i = 1,2,3,4, j = 1,2,3. We have to
join places Q; with T by a two-way road with the same capacity x; in both directions. The maximum

AIMS Mathematics Volume 9, Issue 4, 7791-7809.



7793

reachable capacity of the connection from P; to T is therefore equal to max min{a;;, x;}. Since the roads
J

between T and Q; are two-way roads, the maximum reachable capacity of the connection from T to P;
is equal to max min{b;;, x;} fori = 1,2,3,4.
J
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Figure 1. Transportation system

We assume that the transportation means can only pass through some roads with a capacity which
is not smaller than the capacity of the transportation mean. So that each of the transportation means
may return to P;, it is natural to require for each i = 1,2, 3,4 that the maximal reachable capacity of
the connection from P; to T is equal to the maximal reachable capacity of the connection from 7 to P;
on the way back. We obtain

max { min{bq;, x;}, min{b1,, x> }1,

|
|
|

max{mm{an,xl , min{a,, x»
max{ min any, X

min{ass, X3 b3z, x3} 1,

o~
-

= { {b12. x2)

{ min{an,, Xz}} = max { min{byy, x1 }, min{by,, x»}

max { min{as,, x» }} = max{ in{bs,, x,}, min{ }
{ { min{ {baz. x3)

max { min{as,, x»}, m1n{a43, x3}} = max { min{by,, x»}, min{b4s, x3 },

In general, suppose that there are m places Py, P», ..., P, and n transfer points Q1, Q,, ..., Q,. If the
road from P; to Q; (from Q; to P;) does not exist, we set a;; = 0 (b;; = 0).
Our task is to choose the appropriate capacities x; for any j € N, N = {1, 2,..., n} such that

max min{a;;, x;} = max min{b;;, x;}
JEN JEN
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forallie M, M ={1,2,...,m}.

Assume that the amount of components in 7 delivered from P; has to be at least ¢; and the missing
goods are replenished from the stock. Similarly, the amount of completed products in P; delivered
from T has to be at least d;. Therefore, we are looking for the solution of the equation

max { max min{a;;, x;}, ¢;} = max { max min{b;;, x;}, d;} (1.1)
JE Jje

foreachi e M.

Let us provide more information about the organization of the paper and the results achieved. The
next section is occupied by definitions and notations. Section 3 is devoted to the solvability of two-
sided linear equations. The already known results for the solvability of the equation A ® x = B® x are
extended by other properties. Besides that, the problem of solvability of the system A x®c = BQx®d
is introduced. Theorem 3.1 gives an equivalent condition for its solvability. Section 4 deals with the
problem of linear optimization. We give the range of values for the objective function f on the set
satisfying A ® x ® ¢ = B® x & d. The main result is obtained in Theorem 4.3. In the last section we
define the concept of reachability of the interval value by the interval objective function. We define
eleven types of reachability. Theorems 5.2-5.5 provide equivalent conditions for them.

2. Preliminaries

Max-min algebra is the triple (7, ®,®), where 7 = [O, 1] is a linearly ordered dense set with the
least element O and the greatest element /, and @, ® are binary operations defined as follows:

a® b = max{a, b} and a ® b = min{a, b}.

The set of all m X n matrices over 7 is denoted by 7 (m, n), and the set of all column n-vectors over 1
by Z(n). Specifically, O(m,n) (I(m,n)) will be used for the matrix with all entries equal to O (/).
Operations @ and ® are extended to matrices and vectors in the same way as in the classical algebra.
We consider the ordering < on the sets 7 (m, n) and 7 (n) defined as follows:

o forA,C € I(m,n): A< Cifa; <c;jforeachi € M and for each j € N,
o forx,ye I(n): x<yifx; <y;foreach jeN.

We will use the monotonicity of ®, which means that for each A, B € 7(m, n) and for each x, y € 7 (n),
the implication

ifA<Bandx<ythenA®x<B®y

holds. Let A € 7(m,n) and b € I(m). We can write the system of max-min linear equations in the
matrix form
A®x=b. 2.1

It is well known (see [3,21]) that system (2.1) is solvable if and only if the vector x*(A, b), defined by
xi(A,b) = m,i\?{bi :a;j > b} (2.2)

for any j € N, where min() = I, is its solution. The vector x*(A, b) is called a principal solution of
system (2.1).
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Theorem 2.1. [3,21] Let A € I(m,n) and b € 1(m) be given.

(1) If A® x = b for x € 1(n), then x < x*(A, D).
(i) A® x"(A,b) < b.
(ii1) The system A ® x = b is solvable if and only if x*(A, b) is its solution.

The properties of the principal solution are expressed in the following assertions.

Lemma 2.1. [3] Let A € I(m,n) and b,d € I(m) be given and let b < d. Then, x*(A,b) < x*(A, d).
3. Two-sided systems of linear equations

In this section we will deal with the solution of systems with variables occurring on both sides of
the equation. The already known results for the solvability of the equation A ® x = B ® x are extended
by other properties. Besides that, the problem of the solvability of the system AQ@x@®c=B®x®d is
introduced.

3.1. Solvability of A® x=B® x

Let A € 7(m,n), B € I(m,n). Let us consider the system of the form
A®x=BQ®x. (3.1

Let us note that (3.1) is always solvable, since for < min{a;;, b;;,i € M, j € N}, the vector x =
(v,a,...,a) € I(n)is its solution. In [6], the algorithm for finding the greatest solution of (3.1) such
that x < X, where x € 7(n), was provided. We introduce this algorithm with slightly modified notations
as it will be used in the main part of the paper. Some notations are necessary to do this. Set

SA,B)y={xeI(n); A® x = B® x}, SA,B,x)={xeS(A,B); x <Xx}.

Further, define
ai(x) =[A®x];, bi(x)=[B®x].

Suppose that x ¢ S (A, B). It should be noted that if we exchange the ith row of matrix A and the ith row
of matrix B, we get a new system that has the same set of solutions as the original system. It follows
that we may assume w.l.o.g. that a;(x) < b;(x) for each i € M. Let us set

M=(x) = {i € M; a,(X) < bi(X)}, M~ (x) = {i € M; a;(x) = bi(x)},
and let us introduce the following notations for any given upper bound ¥:
a(X) = min{a;(x); i € M=(%)},
M=(a(x)) = {i € M*(%); a;(%) = a(¥)},
M (a(x)) = {i € M~ (x); ai(x) < a(x)},
N((®) = {j € N; (Fi € M*(@@))[b; ®F; > a(®]}.
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Algorithm: Greatest Solution

Input: matrices A, B € I(m,n), vector x € 1 (n)
Output: x*(A, B, x) — the greatest element of S (A, B, x)
begin

If x € S(A, B, x) then x*(A, B, x) := x; STOP;

Swap the rows of the matrices A, B so that a;(x) < b;(x) holds for all i € M;
Compute a(x), M=(a(x)), M~(a(x)), J(a(x));

Set %; := a(X) if j € N(a(¥)), &, := X, otherwise;

If x € S(A, B, x) then x*(A, B, x) := X; STOP;

Setx:=X;goto|2|
6]

end

If we set x = I € I(n), the Greatest Solution algorithm finds the greatest element of S (A, B), denoted
by x*(A, B). On the other hand, there are several minimal solutions of (3.1), but it is not known whether
there is the smallest element of S (A, B).

Example 3.1. Let 7 = [0, 10]. Find the greatest solution of the two-sided equation A ® x = B ® x,

whereby
32576 36526
4 6 1 25 4 3 52 4
A= 5321 4Y) B= 72 8 33
35423 381 3 2

Solution. We have x = (10, 10, 10, 10, 10)7.

Since A®X = (7,6,5,5) " and B®X = (6,5,8,8)", X ¢ S(A, B,%);
We swap the 1st and 2nd rows of A and B and obtain

36526 32576
4352 4 46125
5321 4|97 23833[|®"
354 2 3 3813 2

Since A®X = (6,5,5,5)T and B&X = (7,6, 8, 8), we obtain a(X) = 5, M<(5) = {2,3,4}, M=(5) = 0,
N(G5) =1{1,2,3}

%:=(5,5,5,10,10)7;

Since A® ¥ = (6,5,5,5)7; B® ¥ := (7,5,5,5)7, ¥ ¢ S (A, B);

(6] x:=(5,5,5,10,10)7;

a(X) = 6, M<(6) = {1}, M=(6) = 0, N(6) = {4};
%:=(5,556,1007;
Since A® X = (6,5,5,5)" =B® X, x€S(A,B); x(A,B,x) :=(5,5,5,6,10)"; STOP

Answer: The greatest solution of the given equation is x*(A, B) = (5,5,5,6,10)".
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Lemma 3.1. Let x*(A, B) be the greatest solution of (3.1). Then
x;(A, B) = min{x}(A, "), x;(B, ")},
foreach j€ N, wheree* = A® x*(A,B) = B® x*(A, B).

Proof. 1t 1s easy to see that, for each e € 7(m), the equality A ® x = B® x = e implies e < €.
Since A ® x"(A, B) = ¢* in accordance with Theorem 2.1, we obtain x*(A, B) < x*(A, e*). Similarly,
B ® x*(A,B) = ¢" implies x*(A, B) < x*(B,e*). Hence, x"(A, B) < min{x*(A, ¢*), x*(B, e*)}. Since
x"(A, B) is the greatest solution of (3.1), the equality holds.

Denote H(A, B) = {a;;, b;jj,i € M, j € N}. For a given x € I(n), denote by X the vector given by

. max{t € H(A, B); x; > t} ifx; > min H(A, B);
;= (3.2)

0] otherwise.
Lemma 3.2. If x € S(A, B) then X € S (A, B).

Proof. Suppose that x € S(A, B). Then, for each i € M, the equality [A ® x]; = [B ® x]; is satisfied.
Let i € M be arbitrary, but fixed. We shall prove that [A ® X]; = [B ® X];. We shall distinguish three
possibilities (not necessarily disjoint) for which we refer to Cases 1-3.

Case I1. If [A® x]; = a;, and [B® x]; = b;; for some r, s € N, then a;, < X, b;; < X, and %, X, # O,
which implies a;, ® X, = a;, and b;; ® X, = b;,. Together with a;; ® ¥; < a;; ® x; and b;; ® X; < b;; ® x;,
for each j € N we obtain [A ® X]; = a;, and [B ® X]; = b;;. Hence, [A ® X]; = [B® X],.

Case 2. If [A® x]; = x, and [B® x]; = x, for some r, s € N, then a;, ® %, = % > P

Z ity aijj ® )~Cj
and b;; @ X, = X, > @#S b;j® %;. Then, [A ® X]; = [B® X]; = X, = X, (the last equality foljlows from
Xy = Xg).

Case 3. ) If [A® x]; = x, and [B® x]; = b;; for some r, s € N, then x, = b;;, which implies
X, = x,. Further, ¥; > b;;. Since x, = X, > @ a;j® X; and by ® X; = by > @ bij ® Xj, we
obtain [A ® X]; = [B® X]; = x, = b,.

i1) If [A ® x]; = a;- and [B® x]; = x, for some r, s € N, the proof is similar to the proof of part i).

JE JES

3.2. Solvability of A® x®c=BQx®d

Let A, B € I(m,n)and c, d € I(m) be given. Let us consider the system
ARx®c=Bxdd. 3.3)

Returning to Example 1.1, we can see that using max-min algebra, (1.1) can be written in the form
of (3.3).

We shall discuss the solvability of (3.3). If ¢ = d, then system (3.3) is still solvable, since at least
the solution of the system A ® x = B ® x is also a solution of system (3.3). Suppose that ¢ # d. In this
case, system (3.3) may or may not have a solution. If we exchange c¢; and d; and at the same time we
exchange the ith row of matrix A and the ith row of matrix B (that is, the matrices A, B will change)
so that ¢; > d;, the solution of the original equation is the same as the solution of the equation after
changing the rows. So we can assume without loss of generality that ¢ > d.

Denote by M~ the set M~ = {i € M; c¢; > d;}. The following lemma provides the necessary condition
for the solvability of (3.3).
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Lemma 3.3. If system (3.3) with ¢ > d is solvable then for each i € M~ there exists j € N such that
b,‘j > Cj.

Proof. Suppose that there exists i € M such that ¢; > d; and b;; < ¢; for each j € N. Then, [B® x]; < ¢;
for each x € 7 (n). Together with d; < c¢;, we obtain [B® x ® d]; < ¢;. Since [AQ x & c]; > c¢;, we
obtain [A® x® c]; # [B® x ® d]; for each x € 7(n). Hence, (3.3) is not solvable.

Denote by S (A, B, c¢,d) the set of all solutions of (3.3). If S(A, B,c,d) # 0, we use the notation
x*(A, B, ¢, d) for the greatest solution (3.3 ) which can always be calculated using the Greatest Solution
algorithm.

Denote by (A|c) and (B|d) the matrices arising from A and B, respectively, by adding columns ¢
and d, respectively. System (3.3) can be converted to the system

Alo)®@x = (Bld)® x 3.4)
with unknown x € 7(n + 1).

Theorem 3.1. System (3.3) is solvable if and only if x, . ((Alc), (B|d)) = I.
Proof. 1f (3.3) is solvable then there exists x € 7(n + 1) satisfying (3.4) such that x,,,; > m%lx{ci, d;}.

Then the vector X given by X; = x; for j € N and X,,; = I is a solution of (3.4), too. It follows that
x, .1 ((Ale), (Bld)) = 1.
Conversely, if x*  ((Alc),(Bld)) = 1, then x*(A,B,c,d) € I(n) such that xj.(A, B,c,d) =

xj((Alc), (B|d)) for j € N is a solution of (3.3).
4. Optimization problems

Let us start with the extension of Example 1.1.

Example 1.1-continuation. The capacities a;;, b;j, x; do not necessarily have to be considered as
absolute values of the number of components or products transported. We assume that these capacities
express the ratio of the number of objects to a fixed value of the upper bound of this number. Then, all
capacities are expressed by a number from the interval O to 1.

In practice, we may be interested not only in the capacity of a particular connection, but also in its
reliability. A connection with high capacity but low reliability may be less advantageous than others
with less capacity but high reliability. Let the reliability of the connection between Q; and T in both
directions be expressed by the number f;. Then, the utility of the connection between Q; and T is equal
to min{fj, x;} and the maximum utility of the system is f(x) = I?e%vx( fi®x;) = fT ®x. This leads to the

question how to find x € 7 (n) which satisfies (3.3) and ensures sufficient utility.

In this section, we develop methods for finding x € 7 (n) that minimizes (maximizes) the function
f(x) = fT ®x, where f = (fi, f2,...,fn)" € I(n) subject to Eq (3.3).

As it was mentioned in previous part, we can assume that ¢ > d. In the case that (3.3) does not have
a solution, the task does not make sense. Suppose that S (A, B, c,d) # 0, and let

M(f) = max{f' ® x; x € S(A, B,c,d)},
m(f) =min{f  ®x; x € S(A, B,c,d)}.
We start by calculating the upper bound, that is, M(f).

AIMS Mathematics Volume 9, Issue 4, 7791-7809.
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Theorem 4.1. Let A, B € I(m,n), c, d € I(m) and f € I(n) be given. Then,
M(f) = fT ® x*(A, B, c,d).

Proof. Since x < x*(A, B, ¢, d) for each x € S (A, B, ¢, d), in accordance with the monotonicity of ® we
obtain fT® x < fT ® x*(A, B, ¢, d).

Now, we shall discuss the lower bound. Define

L = min f; . 4.1
in S, © maxec @D

Lemma 4.1. Ifc > d, then f(x) > L for every x € S(A, B, ¢, d).

Proof. Letx € S(A,B,c,d) and r € M”. Then, [B® x|, > ¢,, which implies that there exists kK € N such
that b, ® x; > ¢,, and consequently x; > c,. Hence,

f(x):fT®xsz®xk2fk®cr2rjréi]\r,1fj®cr-

Since the previous inequality holds for each » € M~, we obtain

x) > max(c, ® min f;) = maxc, ® min f; = L.
J) r€M>( "7 jeN I reM> jeij

The value of L given by (4.1) gives us a lower bound that may or may not be reached by some
solution of (3.3). Hence, m(f) > L.

Let v € 7 be given. If we ask whether there exists x € S(A, B, c,d) such that f(x) = v, we are
looking for the solution of the following non-homogeneous system:

ARx®c=Bxdd

On)" ®@xov=f ®x®0,

where O(n) denotes the row vector with any element equal to O. The above system can be converted
to the system
(Alo)”" ® x = (Bld)"° ® x, (4.2)

where (Alc)?" is the matrix formed from (A|c) by adding the row (O O...O v) as the last row,
and (B|d)"'° is the matrix formed from (B|d) by adding the row (f f> ... f, O) as the last row.

Lemma 4.2. Let v € I be given. Then, there exists x € S(A, B, ¢, d) such that f(x) = v if and only if
X1 (Al0)", (Bld)1°) = 1.
Proof. The proof is similar to the proof of Theorem 3.1.
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Denote by x*(A, B, c,d, f,v) the greatest solution of (3.3) such that f(x) = v. It is easy to see that
xi(A, B,c,d, f,v) = x/(Alo)?", (Bld)'°)

foreachi € N.
Denote by Rv(f) the range of values of f on S(A, B,c,d), i.e.,

Rv(f) ={f(x); x€ S(A, B,c,d)}.

and set H(A, B,c,d, f) = HA,B) U {c;,d;; i € M} U {f}; j € N}.

Theorem 4.2. Let v € Rv(f) be such that v ¢ H(A, B, c,d, f). Then, there exists V € H(A, B, c,d, f)
such that v < v and v € Rv(f).

Proof. If there exists x € S(A, B, c,d) such that f(x) =v ¢ H(A, B, c,d, f), then f(x) = @f, ®xj =
j=1

Ji ® x; = x; < fi for some k € N. Then, for the vector X € S (A, B, ¢, d) defined similarly as_ in (3.2) by
formula

7 = max{t € H(A, B,c,d); x; > t} if x; > min H(A, B, ¢, d);
J [0 otherwise,

we obtain

v=fWz2f®=Pfex=1ek
i=1

for some r € N. Denote ¥ = f(%). Since f,,X, € H(A,B,c,d, f), we obtain ¥ € H(A, B,c,d, f)
and vV < v.

It follows from Theorem 4.2 that, in finding the value m(f), it is sufficient to consider only the
elements of the set H(A, B, ¢, d, f).
Algorithm: Minimal value
Input: A, B, c, d, [
Output: minimal value m(f)
begin

Order the elements of H(A, B, ¢, d, f) in such way that h; < h, <...< h;.
Find k such that L = ly; i := k;

v := h;; compute x*((Alc)°", (B|d)"1°) using the Greatest Solution algorithm;
If x;+1((A|c)O'V, (B|d)/1°) = I then m(f) := v, STOP;

=i+ l;goto;
end

Once the values of m(f) and M(f) are calculated, the question which arises is whether all values
between m(f) and M(f) can be achieved by some x € S(A, B, c,d). The following theorem gives an
answer to this question.

Theorem 4.3. Let A, B € I(m,n), c, d € I(m) and f € I(n) be given. Then,
Rv(f) = [m(f), M(f)].
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Proof. First, let u € Rv(f). There then exists x € S (A, B, ¢, d) such that f(x) = u. Then,

m(f) <u= f(x) < M(f).

We obtain that Rv(f) < [m(f),M(f)]. To prove that [m(f), M(f)] < Rv(f) suppose that
v € [m(f),M(f)]. To simplify notations, we shall use m and M instead of m(f) and M(f),
respectively. Since m € Rv(f) and M € Rv(f), in accordance with Lemma 4.2 we have
xt (Al (Bld)?) = I and xi ((Al0)°™,(Bld)°) = 1.  We have to prove that
X, (Al)°, (BId)Y1) = 1.

Denote by ™, eM and e" the vectors

e" = (Ale)™" ® x*((Ale)™™, (Bld)Y'?) = (Bld)'’ @ x"((Al0)™"", (BId)""?),

" = (Ale)™ ® x*((Ale)™™, (Bld)°) = (Bld)"? @ x"((Alc)"™, (BId)""),
e’ = (Alo)”" ® x*(Al0)", (Bld)''°) = (BId)'’ ® x*((Alc)”", (BId)"").
Suppose that x*_, ((Alc)?", (B|d)/'°) = u # I, which is equivalent to e’ | = u < v.

Since x*((A]c)?", (B|d)'°) is a solution of (3.3), we have u > mﬁ‘}{c"’ d;). Let us take the vector
1€

£ = (5 ((Ale)", (BldY'?), x5 ((Ale)”", (BId)), ..., x,((Ale)™", (Bld)'), D).

We obtain (Alc)?" ® £ = ¢, where &} = ¢} fori € M and &', = v.

We have e" < &" < eM, e”  =mand e = M. Since x*,,(Bld)"1°,e™) = x:_,(Bld)1°, €M) = I, in
accordance with Lemma 2.1 we obtain x*,,((Bld)'1°,&") = I.

Since (Al0)?” ® = (Bld)/'° ® & = & and e'., = v, we obtain the contradiction to that

X (A, (Bld)10) # 1.

Denote by x*(A, B, c,d, f,v) the greatest solution of (3.3) such that f(x) = v. The following
theorem gives the necessary and sufficient condition for the solvability of the system of inequalities.

Theorem 4.4. Let A,B € I(m,n), ¢, d € I(m), fi, f» € I(n)and vy, vo € I be given. Then, the system
of inequalities
Sikx) < vy, 4.3)

(%) = vy, (4.4)
has a solution x € S(A, B, ¢, d) if and only if either

M(f1) < viand M(f>) > v, (4.5)
or there exists x € S (A, B, ¢, d) such that
fi(x) = vy and f,(x*(A, B, c,d, fi,v1)) = vs. 4.6)

Proof. If condition (4.5) is satisfied, then the equalities M(f)) =  fi(x*(4,B,c,d)),
M(f,) = fo(x*(A,B,c,d)) imply that the vector x*(A, B,c,d) is a solution of the systems (4.3)
and (4.4).

In the second case, if (4.6) holds, then x*(A, B, ¢, d, fi, vy) is a solution of the systems (4.3) and (4.4).
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For the converse implication suppose that systems (4.3) and (4.4) are solvable and condition (4.5)
is not satisfied. We have to prove that condition (4.6) is satisfied.

If system (4.3) and (4.4) are solvable and f;(x*(A, B,c,d)) < vy, then f,(x) < v, for each
x € S(A,B,c,d), which is incompatible with the solvability of systems (4.3) and (4.4). This means
that this assumption is never fulfilled, hence the implication holds.

If systems (4.3) and (4.4) are solvable and M(f;) > v, then, in accordance with Theorem 4.3, there
exists x € S(A, B,c,d), x < x*(A, B,c,d, fi,v) such that fi(x) = v;. Since for each x € S(A, B, c,d)
such that f;(x) = v < v, the inequality x < x*(A, B, ¢, d, f1,v) < x*(A, B, ¢, d, fi,v1) holds, the existence
of x such that f>(x) > v, implies f2(x*(A, B, ¢, d, fi,Vv1)) > vs.

Example 4.1. Let 7 = [0,10]. Check whether the system A @ x ® ¢ = BQ® x & d is solvable and in
positive case find the range of values Rv(f), if

3257 365 2
46 1 2 4352
A=ls5 3211857258 3]
35 4 2 381 3

6 6 4

5 4 5
c=l4 | 9=15 /7|3

3 2 6

We have M~ = {2, 3, 4}. Since for each i € M~ there exists j € N such that b;; > c;, the necessary
condition for the solvability of AQ x®c¢ = B®x®d given by Lemma 3.3 is satisfied. We shall continue

with computing the greatest solution of the system (A|c) ® x = (B|d) ® x, namely,
25 6 3

Rx =

W W B~ W
N W AN

N =N
o N W A
— 00 W W
W W NN
[\ RNUS I e )

1
2
4

W B~ W
(OSTEE N RN

The above system was solved in Example 3.1, so we have x*((Alc), (B|d)) = (5,5,5,6,10)". Since
xs((Alc), (Bld)) = 10 = I, the system A® x® ¢ = B® x & d is solvable and x*(A, B, ¢,d) = (5,5,5,6)".

We compute the value M(f) = 7 ® x*(A, B, c,d) = 6. To find the value m(f) we first compute the
value L by formula (4.1). We obtain

L =min fy®maxc, =3®5 =3,
keN reM>

so f(x) > 3 foreach x € S(A, B, ¢, d).
For checking whether there exists x € S (A, B, ¢, d) such that f(x) = v, we solve the matrix equation

32576 365 26
4 6 1 25 4 35 2 4
5321 4|ex=|72 8 3 3 |®x
35423 38132
0000w 45360
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For v = 3 we obtain x*((Alc)?", (Bld)'°) = (3,3,3,3,3)". Since x((Alc)?", (Bld)1°) # I, there is no
x € S(A, B, c,d) such that f(x) = 3.

We continue with v = 4. We obtain x*((4]c)?", (B|ld)/1°) = (5,4,5,4,10)". Hence, there exists
x € S(A, B,c,d), namely x = (5,4,5,4)" such that f(x) = 4. Hence, m(f) = 4 and x*(A, B, ¢, d, f,4) =
(5,4,5,4)". In accordance with Theorem 4.3, we have

Rv(f) = [4,6].
5. Interval optimization

In this part, we shall deal with the case that the entries of the objective function f are not exact
values, but they are in intervals of possible values. Define an interval function f as follows:

U=l f<f<fh f<T.

In this way f denotes a real vector-interval as is usual in interval mathematics. Further, denote

Rv(f) ={f(x); fef, xeS(A,B,c,d)}.

Theorem 5.1. Let A € I (m,n), B € I(m,n), ¢, d € I(m) and f be given. Then,

Rv(f) = [m(f), M(f)].

Proof. 1t is clear that Rv(f) = Uf Rv(f) = Rv(f) U ( }J Rv(f)). According to Theorem 4.3 we
fe = refirrr
have RV(]_C) = [m(]_‘), M(]_C)], o) RV(]_‘) is a dense continuous set. Since M(f) = f(x*(A, B, ¢, d)) for each
f € f, we obtain that M(f) is a continuous function defined on the set f, and hence {M(f); f € f} =
[M( j_f), M(f)], which is a dense set. In accordance with those, for each v € [M( ]_‘), M(f)] there exists
J € fsuch thatv = M(f). Then, Rv(f) = [m(f), M(f)] U ( fU [m(f), M(P)]) = [m(f), M(F)].
- - ref. r2f -

In the following, we will deal with the situation where we require the values of the function f € f to
be in a given range of allowable values v = [v, v]. We say that the value v is reachable by f, if f(x) =v
for some x € S(A, B, c,d).

We can define several types of interval reachability. For example, we can require the existence of
v € v such that f(x) = v for some f € f and for some x € S(A, B, ¢, d). Another possibility is to require
the existence of such a vector x € S(A, B, c,d) so that f(x) € v for each f € f. By using general and
existential quantifiers for x, f and v in different orders, we obtain many types of interval reachability.

Definition 5.1. Let A, B € I(m,n), ¢, d € I(m), f and v be given. An interval value v is

i) weakly possibly reachable by f if there exist x € S(A, B,c,d), f € f andv € v such that f(x) = v,

ii) possibly reachable by f if for each x € S (A, B, ¢, d) there exist f € f and v € v such that f(x) = v,

iii) strongly possibly reachable by f if there exists v € v such that for each x € S(A, B, c,d) there
exist f € f such that f(x) = v.

Theorem 5.2. Let A,B € I(m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is
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i) weakly possibly reachable by f if and only if there exists x € S (A, B, ¢, d) such that
f<v  and  f)zv, (5.1)
ii) possibly reachable by f if and only if

M(f)<v  and  m(f)zv. (5.2)

iii) strongly possibly reachable by f if and only if it is possibly reachable by f and M( ]_‘) < m(f).

Proof. For a fixed x € S(A, B, ¢, d), the existence of f € f and v € v such that f(x) = v is equivalent to
the existence of f € f such that f(x) € v. Since {f(x); f € f} = [f(x), f(x)], we obtain [f(x), f(x)] N
[v,v] # 0, which is equivalent to system (5.1). N N

1) The weakly possible reachability means the existence of solution of (5.1) in the set S (A, B, ¢, d),
which can be verified using Theorem 4.4.

i1) The possible reachability means that the system (5.1) is satisfied for each x € S(A, B, c,d). The
equality f(x) < v holds for each x € S(A, B, c,d) if and only if M(f) < v. Similarly, validity of the

equation f(x) > v for each x € S (A, B, ¢, d) 1s equivalent to m(f) > V.
iii) We can write the proof as a sequence of equivalences

Avev)VxeSA,B,c,d)Af € Hifx) =v e
@Avev(¥xeSA,B,c,d)v e [J_‘(x),]_’(x)] =
@vev)(Vx € SA,B,c.d)[v= f(x) Av < f(¥)] &
@ envz= M) Av<mP] o [@vev)M(f) <v<m(f)] &
[M(f) < m(f) A IM(f).m(HI N [v, 7] # 0] &
M(f) < m(f) and v is possibly reachable by f,
because the condition [M(f), m(f)] N [v, V] # 0 is equivalent to the being possibly reachable.

Corollary 5.1. If an interval value v is strongly possibly reachable by f, then it is possibly reachable
by f and if it is possibly reachable by f, then it is weakly possibly reachable by f.

Definition 5.2. Let A,B € I(m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is

i) tolerably reachable by f if there exists x € S (A, B, ¢, d) such that for each f € f there exists v € v
such that f(x) = v,
ii) strongly tolerably reachable by f if for each x € S (A, B, ¢, d) and for each f € f there exists v € v
such that f(x) = v,
iii) weakly tolerably reachable by f if for each f € f there exist x € S(A, B, c,d) and v € v such that
fx) =

Theorem 5.3. Let A,B € I(m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is
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i) tolerably reachable by f if and only if there exists x € S (A, B, ¢, d) such that
f <y and  f)2v, (5.3)
i) strongly tolerably reachable by f if and only if
M(f)<v  and  m(f) =, (5.4)
iii) weakly tolerably reachable by f if and only if
m(f)ysv  and  M(f) 2. (5.5)

Proof. Let x € S(A, B, c,d) be fixed. Then for each f € f there exists v € v such that f(x) = v if and
only if [ f(x), ]_’(x)] C [v,v], which is equivalent to system (5.3).

1) An interval value v is tolerably reachable by f if and only if (5.3) has a solution in S (A, B, ¢, d).
The necessary and sufficient condition for the solvability of (5.3) is given by Theorem 4.4.

ii) The strongly tolerable reachability means that each x € S(A, B, c,d) satisfies system (5.3).
Validity of the equality f(x) < v for each x € S(A, B,c,d) is equivalent to M(f) < v. Similarly,
f(x) > vforeach x € S(A, B, c,d) if and only if m(f) > v.
~ i) The proof of weakly tolerable reachability follows from the following equivalences

Vfe HAxeSA,B,c,d)(Iver)f(x)=v &

(Vf € f)Ax e SA,B,c,d)f(x) ev &
~Vf e NmH),MPHINV]I£0 o VfeHm(f) <vAM) =>v] e
m(f) <V AM(f) 2 v.

Corollary 5.2. If an interval value v is strongly tolerably reachable by f, then it is possibly tolerably
by f and if it is tolerably reachable by f, then it is weakly tolerably reachable by f.

Definition 5.3. Let A,B € I (m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is

i) controllably reachable by f if there exists x € S(A, B, c,d) such that for each v € v there exists
f € f such that f(x) = v,
i) strongly controllably reachable by f if for each x € S (A, B, c,d) and for each v € v there exists
f € f such that f(x) = v,
iii) weakly controllably reachable by f if for each v € v there exist x € S(A, B,c,d) and f € f such
that f(x) = v.

Theorem 5.4. Let A,B € I(m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is

i) controllably reachable by f if and only if there exists x € S (A, B, ¢, d) such that
f<y  and  fx) 2V, (5.6)
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ii) strongly controllably reachable by f if and only if

M(fy<y  and  m(f)>¥, (5.7)
iii) weakly controllably reachable by f if and only if

m(f) <v and M(f) > V. (5.8)

Proof. Let x € S(A, B, c,d) be given. Then for each v € v there exists f € f such that f(x) = v if and
only if [v,v] C [ f(x)j(x)], which is equivalent to system (5.6).

i) An interval value v is controllably reachable by f if and only if (5.6) has a solution in S (A, B, ¢, d),
which can be checked by Theorem 4.4.

i1) The strongly controllable reachability means that each x € S(A, B, ¢, d) satisfies the system (5.6).
Validity of system (5.6) for each x € S(A, B, ¢, d) is equivalent to (5.7).

iii) The weakly controllable reachability is equivalent to v € Rv(f), i.e., [v,V] C [m(f), M(?)].
Hence, weakly controllable reachability is equivalent to (5.8). B

Corollary 5.3. If an interval value v is strongly controllably reachable by f, then it is possibly
controllably reachable by f, and if it is controllably reachable by f, then it is weakly controllably
reachable by f.

Definition 5.4. Let A,B € I(m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is

1) universally reachable by f if there exists v € v such that f(x) = v for each x € S(A, B, c,d) and

for each f € f,
i1) weakly universally reachable by f if there exist v € v and x € S (A, B, ¢, d) such that f(x) = v for

each f € f.
Theorem 5.5. Let A,B € I(m,n), ¢, d € I(m), f C I(n) andv C I be given. An interval value v is

1) universally reachable by f if and only if m( =M (f) e,
i1) weakly universally reachable by f if and only if there exists x € S(A, B, c,d) such that ]_‘ (x) =

f(x) ev.
Proof. 1) The universal reachability is equivalent to Rv(f) = {v} for some v € v. According to

Theorem 5.1, the assertion follows. B
ii) Let x € S(A, B, c,d) be such that f(x) = f(x) € v. Then there exists v € v such that for each

f e fwehavev = z(x) < f(x) < ]_‘(x) = v, which implies f(x) =v €.
The converse implication trivially follows.

Theorem 5.5 i1) does not give an algorithm for checking whether there exists x € S(A, B, ¢, d) such
that f(x) = f(x) € v. To decide on the existence of such a solution, we solve the equation

AleY° ® x = (BldY"° ® x. (5.9)

Denote by x*(A, B, ¢, d, j_f, ?) the greatest solution of (3.3) such that ]_‘(x) = ]_”(x), if such a solution
exists. We shall continue as follows:
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o If x*, (AlO)Y°, (BIdY'°) # T or fT®x*(A, B,c,d, f, f) = T ®x*(A,B,c,d, f,f) < v, then v is not
weakly universally reachable by f.

o If x*,,(Al)2°, (Bld)1°) = I and fT®x(A,B.c.d.f.f) = 7 ®x'(A,B,c,d, f-f) € vthenvis
weakly universally reachable by f.

o If X, (Al)1°, (BId)"%) = I and f7 ® x*(A, B,c.d, f.f) = f ®x*(A,B,c.d, f.f) > ¥, then we

add to matrices (Alc)ﬂo, (B|d)7|0 the rows O|v and ]_C|O, respectively. Then, v is weakly
universally reachable by f if and only if the greatest solution of the obtained system has the
(n + 1)-st coordinate equal to 1.

Corollary 5.4. If an interval value v is strongly universally reachable by f, then it is weakly universally
reachable by f.

Despite the relations in Corollaries 5.1-5.4, the following implications hold:

e If an interval value v is strongly controllably reachable by f, then it is strongly possibly reachable
by f and strongly tolerably reachable by f.

e If an interval value v is universally reachable by f, then it is strongly possibly reachable by f and
strongly tolerably reachable by f.

e If an interval value v is weakly universally reachable by f, then it is tolerably reachable by f.

Example 5.1. Decide about all defined types of reachability of interval value v = [3,6] by
f = (2,4],[1,51,12,3],[4,6])7 in accordance with A® x ® ¢ = B® x ® d, where A, B, ¢, d are
matrices and vectors from Example 4.1.

Since the current function f is the function f from Example 4.1, we have m(f) = 4 and M(f) = 6.
We compute M(]_‘) = ]_‘T ® x*(A,B,c,d) = 4 and find m(j_f) in the same way as in Example 4.1. We
obtain m(f) = 2. We can now discuss the types of reachability.

We start with possible reachability. Since M( ]_‘) =4<6=vand m(?) =4 > 2 =y, in accordance

with Theorem 5.2 ii), v is possibly reachable by f. Moreover, M(f) = 4 = m(f), which implies that v
is strongly possibly reachable by f. By the definition we obtain that v is weakly possibly reachable
by f, too.

For strongly tolerable reachability, we check whether inequalities (5.4) are satisfied. Since m(f) =
2 < 3 = v, v is not strongly tolerably reachable by f. We continue with tolerable reachability. For
x = x*(A, B,c,d) we obtain f(x) = M(f) = 6 = vand f(x) = M(f) = 4 > v. Hence, x*(A, B, c,d)
satisfies the system of inequalities (5.3) which means that v is tolerably reachable by f. Then it is
weakly tolerably reachable by f, too.

We continue with strongly controllable reachability. Since M(f) = 4 > v, the system of
inequalities (5.7) is not satisfied. Hence, v is not strongly controllably reachable by f. For
controllable reachability, we have to solve the system of inequalities

[ <3, fnz6

using Theorem 4.4. Since M(f) > v, we shall continue with solving equation f(x) = 3. This equation

is solvable with the greatest solution x*(A, B, ¢, d, ]_f, 3) =(10,5,5,3)", but ]_”(10, 5,5,3) =5 <6,sothe
above system is not solvable. Hence v is not controllably reachable by f. System of inequalities (5.8)
is satisfied because m( ]_C) =2 <3 =vand M(f) = 6 =V, sov is weakly controllably reachable by f.
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Finally, we check the conditions for universal and weakly universal reachability. Since m(f) #

M(f), v is not universally reachable by f. For weakly universal solvability, we have to solve the matrix
equation

32576 36526
46125 4 352 4
5321 4|ex=|72833|eox
35423 381 32
21240 45360
We obtain x*(4, B, c,d, f, f) = (6,5,5,4)T. Since f(6,5,5,4) = f(6,5,5,4) = 4 € v, v is weakly

universally reachable by f.

We will summarize the obtained results: For given A, B,c,d, f and v, an interval value v is
possibly, weakly possibly, strongly possibly, tolerably, weakly tolerably, weakly controllably and
weakly universally reachable by f.

6. Conclusions

In this paper, we have extended the solvability of two-sided systems of equations to a more general
type. We dealt with the task of optimization in max-min algebra. In addition to minimizing or
maximizing the objective function, we have introduced the notion of reachability of an interval value
by an interval function. We have defined eleven types of reachability for which we have derived
equivalent conditions. Other types of reachability can be a challenge for further research in this area.
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