
AIMS Mathematics, 9(10): 28273–28294. 

DOI: 10.3934/math.20241371 

Received: 20 August 2024 

Revised: 24 September 2024 

Accepted: 26 September 2024 

Published: 29 September 2024 

http://www.aimspress.com/journal/Math 

 

Research article 

Decision methods based on Bonferroni mean operators and EDAS for 

the classifications of circular pythagorean fuzzy Meta-analysis 

Weiwei Jiang1, Zeeshan Ali2,*, Muhammad Waqas3 and Peide Liu4,* 

1 Big Data School, Qingdao Huanghai University, Qingdao 266555, Shandong, China 
2 Department of Information Management, National Yunlin University of Science and Technology, 

123 University Road, Section 3, Douliou, Yunlin 64002, Taiwan 
3 Department of Mathematics and Statistics, Riphah International University Islamabad, 44000, Pakistan 
4 School of Management Science and Engineering, Shandong University of Finance and Economics, 

Jinan Shandong 250014, China 

* Correspondence: Email: zeeshanalinsr@gmail.com, peide.liu@gmail.com. 

Abstract: Meta-analysis is a statistical technique used to process an overall summary estimation, and 

the technique of meta-analysis is mostly used in medicine, social science, and psychology. In this 

manuscript, we aimed to combine the techniques of the Bonferroni mean (BM) operator based on 

circular Pythagorean fuzzy (CPF) sets, called the CPF Bonferroni mean (CPFBM) operator, and CPF 

weighted Bonferroni mean (CPFWBM) operator and described their special cases with the help of two 

parameters, “s” and “t”, and some describable properties of them are also proposed. Further, we present 

the evaluation technique based on distance from average solution (EDAS) technique and the proposed 

operators. Moreover, we use some examples to show the flexibility and dominance of the proposed 

operators by comparing the proposed methods with some existing techniques. 
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1. Introduction 

One of the most preferable and valuable techniques is called meta-analysis [1], which is a 

statistical tool used to combine and evaluate the results from various independent studies on a particular 
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topic or research question. The technique of meta-analysis [2] is a very suitable procedure for depicting 

vague and problematic information, but utilizing the technique of meta-analysis under the 

consideration of the classical set theory is very complex and vague because the range of crisp set is 

very limited. Further, the decision-making procedure is also used for finding the best optimal among 

the collection of alternatives, where the MADM technique is an important part of the decision-making 

process, and is also used for evaluating the required results under the concern criteria [3]. During the 

decision-making process, many experts have lost a lot of information because of limited information, 

such as zero and one. For this, Zadeh [4] proposed the fuzzy sets (FSs) with a truth function, such as 

𝔽𝐵𝑀(ℒ𝑗) ∈ [0,1] , where 𝔽𝐵𝑀: 𝑋 → [0,1] . Moreover, in dealing with uncertain and unreliable 

information, the technique of truth function is not enough to resolve some complex problems. Further, 

the falsity function also plays an essential role in many complex problems because of their features. 

For this, Atanassov [5,6] derived the intuitionistic FSs (IFSs), which is a very flexible and reliable 

theory for managing vague and unreliable information, where the truth function and falsity function 

are a major part of the IFSs with a condition that the sum of the duplet will be contained in the unit 

interval. Further, the idea of FSs is a special case of the IFSs, and due to these features, many 

applications have been designed, such as aggregation operators [7,8], hybrid operators [9,10], and 

decision-making problems [11,12]. 

The function of truth grade and the function of falsity grade have a lot of potential to cope with 

vague and uncertain information with the condition that the sum of the duplet is contained in the unit 

interval; however, in the presence of the following kinds of pair, (0.6,0.7), the IFSs have not worked 

feasibly because 0.6 + 0.7 = 1.3 ∉ [0,1] . For this reason, in 2013, Yager [13] proposed the 

Pythagorean FSs (PFSs), where the structure of PFSs is the same as the structure of IFSs, but the 

condition of both techniques are different such as the sum of the square of the duplet will be contained 

in unit interval: 0.62 + 0.72 = 0.36 + 0.49 = 0.85 ∈ [0,1]. The technique of PFSs is very wide due 

to their condition, where the IFSs and FSs are the special cases of the PFSs. Further, Deveci et al. [14] 

discussed the survey on recent applications of PFSs. Moreover, Mandel and Ranadive [15] exposed 

the decision-theoretic rough set based on PFSs. Additionally, Perez-Dominguez et al. [16] evaluated 

the CODAS technique for PFSs and their applications. Further, Alkan and Kahraman [17] presented 

the CODAS technique for PFSs with application in supply chain management. Moreover, Sun and 

Wang [18] exposed the distance measures for Pythagorean fuzzy information processing. Additionally, 

Calik [19] presented the AHP and TOPSIS techniques based on PFSs and their application in Industry 4.0. 

IFSs contained the truth function and falsity function with a condition that the sum of the duplet 

will be contained in the unit interval, but it is also possible to involve a new function, called the radius 

function between truth and falsity grades. Therefore, Atanassov [20] presented the technique of 

circular IFSs (CIFSs) with three different functions with the same range, called the truth function, 

falsity function, and radius function, with a condition that the sum of the duplet will be contained in 

the unit interval. Many applications have been proposed by different scholars: example, decision-

making problems for CIFSs [21], divergence measures for CIFSs [22], distance measures for CIFSs [23], 

and similarity/entropy measures for CIFSs [24]. Further, Bozyigit et al. [25] presented the technique 

of circular PFSs (CPFSs) by modifying the condition of the CIFSs such as that the sum of the square 

of the duplet will be contained in the unit interval. Further, the CPFSs contain the technique of truth 

function, falsity function, and radius function, which is wider and more reliable than the existing 

techniques, such as FSs, IFSs, PFSs, and CIFSs, which can cope with vague and unreliable information 

in genuine life problems. Further, Ali and Yang [26] derived the technique of Hamacher operators for 

CPFSs. 
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Keshavarz Ghorabaee et al. [27] proposed a new technique, called the EDAS method, known as 

evaluation based on the distance from average solution, which is mostly used for evaluating the best 

optimal among the collection of information. Further, Klement et al. [28] proposed the idea of 

triangular norms, which contained different types of norms and their geometrical representations. 

Additionally, the Bonferroni mean (BM) operators [29] were proposed based on algebraic norms, 

which are used for aggregating the collection of information into a singleton set. Furthermore, Xu and 

Yager [30] proposed the BM operators for IFSs. Moreover, Xia et al. [31] evaluated the BM operators 

for generalized IFSs. Additionally, Liang et al. [32] derived the BM operators for PFSs and their 

applications. Further, Yang et al. [33] exposed the BM operators for PFSs based on triangular norms. 

After the overall discussion, we observed that the model of circular Pythagorean fuzzy sets is very 

reliable and dominant because of the: The model of FSs to the model of CIFSs is the part of the CPF 

sets. Further, we also noticed that the model of Bonferroni mean operators and weighted Bonferroni 

mean operators are not proposed yet based on CPFSs, which are used for the aggregation of a finite 

number of information into a singleton set. The major problem is that up to date no one has derived 

the BM operators for CPFSs. Further, we also noticed that the EDAS method has not been proposed, 

which is a very reliable technique for evaluating some complicated and vague information. The major 

themes of this manuscript are listed below: 

1) To propose the technique of the CPFBM, CPFWBM and describes their special cases using 

two parameters, “s” and “t”. Some describable properties are also proposed for the above techniques. 

2) To present the technique of the EDAS technique for the CPFSs. 

3) To show the flexibility and dominance of the proposed operators by comparing the proposed 

methods with some techniques. 

This manuscript is arranged as follows: In Section 2, we describe the prevailing notion of CPFSs 

and their operational laws. Moreover, we discuss the technique of the BM operator for any collection 

of non-negative integers. In Section 3, we propose the CPFBM operator, and CPFWBM operator and 

describe their special cases using two parameters, “s” and “t”. Some describable properties are also 

proposed for the above techniques. In Section 4, we present the technique of the EDAS technique for 

the CPFSs. In Section 5, we use some examples to show the flexibility and dominance of the proposed 

operators. In Section 6, we compare the proposed method with some existing techniques to enhance 

the worth of the proposed theory. Some remarkable statements are given in Section 7. 

In this section, we describe the prevailing notion of CPFSs and their operational laws. Moreover, 

we discuss the technique of the BM operator for any collection of non-negative integers. 

2. Preliminaries 

In this section, we describe the prevailing notion of CPFSs and their operational laws. Moreover, 

we discuss the technique of the BM operator for any collection of non-negative integers. 

Definition 1. [25] A CPFS 𝑃 on fixed set 𝑋 is explained below: 

𝑃 = {(𝑥, 𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗),ℍ𝐵𝑀(ℒ𝑗))|ℒ𝑗 ∈ 𝑋}.      (1) 

Here, the representation of the truth grade and falsity grade with radius are follows, such as 

𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗) , and ℍ𝐵𝑀(ℒ𝑗) , satisfying 1 ≤ 𝔽𝐵𝑀(ℒ𝑗) ≤ 1 , 0 ≤ 𝔾𝐵𝑀(ℒ𝑗) ≤ 1  with 

(𝔽𝐵𝑀(ℒ𝑗))
2
+ (𝔾𝐵𝑀(ℒ𝑗))

2
≤ 1 . Further, for convenience, the simple name of the pair 
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(𝔽𝐵𝑀
𝑃 (ℒ𝑗), 𝔾𝐵𝑀

𝑃 (ℒ𝑗), ℍ𝐵𝑀
𝑃 (ℒ𝑗))  is called CPFN, such as 𝑃𝜎 = (𝔽𝐵𝑀

𝜎 (ℒ𝑗), 𝔾𝐵𝑀
𝜎 (ℒ𝑗),ℍ𝐵𝑀

𝜎 (ℒ𝑗)), 𝜎 =

1,2, … , 𝜑. 

Definition 2. [26] Consider three CPFNs, 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗),ℍ𝐵𝑀(ℒ𝑗)) , 𝑃1 =

(𝔽𝐵𝑀
1 (ℒ𝑗), 𝔾𝐵𝑀

1 (ℒ𝑗), ℍ𝐵𝑀
1 (ℒ𝑗)), and 𝑃2 = (𝔽𝐵𝑀

2 (ℒ𝑗), 𝔾𝐵𝑀
2 (ℒ𝑗),ℍ𝐵𝑀

2 (ℒ𝑗)) with 𝜆, thus 

𝑃1⊕𝑇𝑁 𝑃2 =

(

  
 
√(𝔽𝐵𝑀

1 (ℒ𝑗))
2
+ (𝔽𝐵𝑀

2 (ℒ𝑗))
2
− (𝔽𝐵𝑀

1 (ℒ𝑗))
2
∗ (𝔽𝐵𝑀

2 (ℒ𝑗))
2
,

𝔾𝐵𝑀
1 (ℒ𝑗) ∗ 𝔾𝐵𝑀

2 (ℒ𝑗),

√(ℍ𝐵𝑀
1 (ℒ𝑗))

2
+ (ℍ𝐵𝑀

2 (ℒ𝑗))
2
− (ℍ𝐵𝑀

1 (ℒ𝑗))
2
∗ (ℍ𝐵𝑀

2 (ℒ𝑗))
2

)

  
 

,    (2) 

𝑃1⊕𝑇𝐶𝑁 𝑃2 =

(

 
 
√(𝔽𝐵𝑀

1 (ℒ𝑗))
2
+ (𝔽𝐵𝑀

2 (ℒ𝑗))
2
− (𝔽𝐵𝑀

1 (ℒ𝑗))
2
∗ (𝔽𝐵𝑀

2 (ℒ𝑗))
2
,

𝔾𝐵𝑀
1 (ℒ𝑗) ∗ 𝔾𝐵𝑀

2 (ℒ𝑗),

ℍ𝐵𝑀
1 (ℒ𝑗) ∗ ℍ𝐵𝑀

2 (ℒ𝑗) )

 
 

,     (3) 

𝑃1⊗𝑇𝑁 𝑃2 =

(

 
 

𝔽𝐵𝑀
1 (ℒ𝑗) ∗ 𝔽𝐵𝑀

2 (ℒ𝑗),

√(𝔾𝐵𝑀
1 (ℒ𝑗))

2
+ (𝔾𝐵𝑀

2 (ℒ𝑗))
2
− (𝔾𝐵𝑀

1 (ℒ𝑗))
2
∗ (𝔾𝐵𝑀

2 (ℒ𝑗))
2
,

ℍ𝐵𝑀
1 (ℒ𝑗) ∗ ℍ𝐵𝑀

2 (ℒ𝑗) )

 
 

,    (4) 

𝑃1⊗𝑇𝐶𝑁 𝑃2 =

(

  
 

𝔽𝐵𝑀
1 (ℒ𝑗) ∗ 𝔽𝐵𝑀

2 (ℒ𝑗),

√(𝔾𝐵𝑀
1 (ℒ𝑗))

2
+ (𝔾𝐵𝑀

2 (ℒ𝑗))
2
− (𝔾𝐵𝑀

1 (ℒ𝑗))
2
∗ (𝔾𝐵𝑀

2 (ℒ𝑗))
2
,

√(ℍ𝐵𝑀
1 (ℒ𝑗))

2
+ (ℍ𝐵𝑀

2 (ℒ𝑗))
2
− (ℍ𝐵𝑀

1 (ℒ𝑗))
2
∗ (ℍ𝐵𝑀

2 (ℒ𝑗))
2

)

  
 

,    (5) 

(𝜆𝑃)𝑇𝑁 = (√1 − (1 − (𝔽𝐵𝑀(ℒ𝑗))
2
)
𝜆
, (𝔾𝐵𝑀(ℒ𝑗))

𝜆
, √1 − (1 − (ℍ𝐵𝑀(ℒ𝑗))

2
)
𝜆
),    (6) 

(𝜆𝑃)𝑇𝐶𝑁 = (√1 − (1 − (𝔽𝐵𝑀(ℒ𝑗))
2
)
𝜆
, (𝔾𝐵𝑀(ℒ𝑗))

𝜆
, (ℍ𝐵𝑀(ℒ𝑗))

𝜆
),    (7) 

(𝑃𝜆)
𝑇𝑁
= ((𝔽𝐵𝑀(ℒ𝑗))

𝜆
, √1 − (1 − (𝔾𝐵𝑀(ℒ𝑗))

2
)
𝜆
, (𝔽𝐵𝑀(ℒ𝑗))

𝜆
),     (8) 

(𝑃𝜆)
𝑇𝐶𝑁

= ((𝔽𝐵𝑀(ℒ𝑗))
𝜆
, √1 − (1 − (𝔾𝐵𝑀(ℒ𝑗))

2
)
𝜆
, √1 − (1 − (ℍ𝐵𝑀(ℒ𝑗))

2
)
𝜆
).   (9) 

Definition 3. [26] Consider a CPFN, such as 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗),ℍ𝐵𝑀(ℒ𝑗)), we have 

𝑆(𝑃) = ((𝔽𝐵𝑀(ℒ𝑗))
2
− (𝔾𝐵𝑀(ℒ𝑗))

2
) ∗ (ℍ𝐵𝑀(ℒ𝑗))

2
∈ [−1,1],    (10) 

𝐻(𝑃) = ((𝔽𝐵𝑀(ℒ𝑗))
2
+ (𝔾𝐵𝑀(ℒ𝑗))

2
) ∗ (ℍ𝐵𝑀(ℒ𝑗))

2
.     (11) 

Called score value and accuracy value with a condition that is if 𝑆(𝑃1) > 𝑆(𝑃1), then 𝑃1 > 𝑃2; if 

𝑆(𝑃1) = 𝑆(𝑃1), then 𝑃1 = 𝑃2, then if 𝐻(𝑃1) > 𝐻(𝑃1), then 𝑃1 > 𝑃2. 
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Definition 4. [29] Consider 𝑃, 𝑄 ≥ 0 with a collection of non-negative integers 𝑎𝜎(𝜎 = 1,2,… , 𝜑), 

thus 

𝐵𝑀𝑃,𝑄(𝑎1, 𝑎2, … , 𝑎𝜑) = [
1

𝜑(𝜑−1)
∑ 𝑎𝜎

𝑃𝜑
𝜎,𝜃=1
𝜎≠𝜃

𝑎𝜃
𝑄]

1

𝑃+𝑄

.     (12) 

Called BM operator. 

3. CPF bonferroni mean operator 

In this section, we compute the technique of CPFBM operator and CPFWBM operator. Further, 

we discuss some basic properties of the above-proposed operators, called idempotency, monotonicity, 

and boundedness. 

Definition 5. Consider 𝑠, 𝑡 > 0 with a collection of CPFNs, 

𝑃𝜎 = (𝔽𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗),ℍ𝐵𝑀
𝜎 (ℒ𝑗))(𝜎 = 1,2, … , 𝜑). 

Thus, 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= [

1

𝜑(𝜑−1)
[⊕𝜎,𝜃=1

𝜎≠𝜃

𝜑 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡)]]

1

𝑠+𝑡

,     (13) 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= [

1

𝜑(𝜑−1)
[⊕𝜎,𝜃=1

𝜎≠𝜃

𝜑 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡)]]

1

𝑠+𝑡

.     (14) 

Called 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡 Operator for t-norm and t-conorm. 

Theorem 1. Consider 𝑠, 𝑡 > 0 with a collection of CPFNs, 

𝑃𝜎 = (𝔽𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗),ℍ𝐵𝑀
𝜎 (ℒ𝑗))(𝜎 = 1,2, … , 𝜑), 

thus, we prove that the aggregated theory of the above operators is again CPFN, such as 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
=

(

 
 
 
 
 
 
 
 (1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
(𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

(1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
(ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 

   (15) 
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𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
=

(

 
 
 
 
 
 
 
 
 (1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
(𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 
 

.  (16) 

Proof. Using mathematical induction, we prove the above theory, such as if 

𝑃𝜎
𝑠 = ((𝔽𝐵𝑀

𝜎 (ℒ𝑗))
𝑠
, √1 − (1 − (𝔾𝐵𝑀

𝜎 (ℒ𝑗))
2
)
𝑠
, (ℍ𝐵𝑀

𝜎 (ℒ𝑗))
𝑠
), 

𝑃𝜃
𝑡 = ((𝔽𝐵𝑀

𝜃 (ℒ𝑗))
𝑡
, √1 − (1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

, (ℍ𝐵𝑀
𝜃 (ℒ𝑗))

𝑡
). 

Thus, we combine the above two information with the help of product rules, such as 

𝑃𝜎
𝑠⊗𝑃𝜃

𝑡 =

(

 
 (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
𝑡
, √1 − (1 − (𝔾𝐵𝑀

𝜎 (ℒ𝑗))
2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

,

(ℍ𝐵𝑀
𝜎 (ℒ𝑗))

𝑠
∗ (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
𝑡

)

 
 

. 

Further, we use the addition technique, we have 

⊕𝜎,𝜃=1
𝜎≠𝜃

𝜑 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡) =

(

 
 
 
 
 
 
 √1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡
)

𝜑
𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

√1 −∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡
)

𝜑
𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 

. 

Finally, by mathematical induction, we have, if 𝜑 = 2, such as 

⊕𝜎,𝜃=1
𝜎≠𝜃

2 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡) = (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡) ⊕ (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡)

=

(

 
 
 
 
 

√1 − (1 − (𝔽𝐵𝑀
1 (ℒ𝑗))

2𝑠
∗ (𝔽𝐵𝑀

2 (ℒ𝑗))
2𝑡
) ∗ (1 − (𝔽𝐵𝑀

2 (ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

1 (ℒ𝑗))
2𝑡
) ,

√(1 − (1 − (𝔾𝐵𝑀
1 (ℒ𝑗))

2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

2 (ℒ𝑗))
2
)
𝑡
) ∗ (1 − (1 − (𝔾𝐵𝑀

2 (ℒ𝑗))
2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

1 (ℒ𝑗))
2
)
𝑡
) ,

√1 − (1 − (ℍ𝐵𝑀
1 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

2 (ℒ𝑗))
2𝑡
) ∗ (1 − (ℍ𝐵𝑀

2 (ℒ𝑗))
2𝑠
∗ (ℍ𝐵𝑀

1 (ℒ𝑗))
2𝑡
)

)
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The proposed theory holds for 𝜑 = 2, if we have done the above theory for 𝜑 = 𝜔, such as 

⊕𝜎,𝜃=1
𝜎≠𝜃

𝜔 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡) =

(

 
 
 
 
 
 
 √1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡

)𝜔
𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠

∗ (1 − (𝔾𝐵𝑀
𝜃 (ℒ𝑗))

2

)
𝑡

)𝜔
𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡

)𝜔
𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 

. 

Then, we prove it for 𝜑 = 𝜔 + 1, such as 

⊕𝜎,𝜃=1
𝜎≠𝜃

𝜔+1 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡) = (⊕𝜎,𝜃=1
𝜎≠𝜃

𝜔 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡))⊕ (⊕𝜎=1
𝜔 (𝑃𝜎

𝑠⊗𝑃𝜔+1
𝑡 )) ⊕ (⊕𝜎=1

𝜔 (𝑃𝜔+1
𝑠 ⊗𝑃𝜃

𝑡)). 

Where, 

⊕𝜎,𝜃=1
𝜎≠𝜃

𝜔 (𝑃𝜎
𝑠⊗𝑃𝜔+1

𝑡 ) =

(

 
 
 
 
 
 
 
 
 
 √1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠

∗ (1 − (𝔾𝐵𝑀
𝜔+1(ℒ𝑗))

2
)
𝑡

)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 
 
 
 

 

and 

⊕𝜎,𝜃=1
𝜎≠𝜃

𝜔 (𝑃𝜔+1
𝑠 ⊗𝑃𝜃

𝑡) =

(

 
 
 
 
 
 
 √1 −∏ (1 − (𝔽𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡

)𝜔
𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜔+1(ℒ𝑗))

2
)
𝑠

∗ (1 − (𝔾𝐵𝑀
𝜃 (ℒ𝑗))

2

)
𝑡

)𝜔
𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜔+1(ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡

)𝜔
𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 

. 

Then, 
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⊕𝜎,𝜃=1
𝜎≠𝜃

𝜔+1 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡)

=

(

 
 
 
 
 
 
 
 
 
 √1 − ∏ (1 − (𝔽𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

𝜔+1(ℒ𝑗))
2
)
𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 
 
 
 

⊕

(

 
 
 
 
 
 
 
 
 
 √1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

𝜔+1(ℒ𝑗))
2
)
𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 
 
 
 

⊕

(

 
 
 
 
 
 
 
 
 
 √1 − ∏ (1 − (𝔽𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜔+1(ℒ𝑗))

2
)
𝑠
∗ (1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

𝜔

𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜔+1(ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡
)

𝜔

𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 
 
 
 √1 − ∏ (1 − (𝔽𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑡
)

𝜔+1

𝜎,𝜃=1
𝜎≠𝜃

,

√∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠

∗ (1 − (𝔾𝐵𝑀
𝜔+1(ℒ𝑗))

2
)
𝑡

)

𝜔+1

𝜎,𝜃=1
𝜎≠𝜃

,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜔+1(ℒ𝑗))
2𝑡
)

𝜔+1

𝜎,𝜃=1
𝜎≠𝜃 )

 
 
 
 
 
 
 
 
 
 

 

The proposed theory is held for 𝜑 = 𝜔 + 1. Then, 



 

AIMS Mathematics  Volume 9, Issue 10, 28273–28294. 

28281 

1

𝜑(𝜑−1)
(⊕𝜎,𝜃=1

𝜎≠𝜃

𝜑
(𝑃𝜎

𝑠⊗𝑃𝜃
𝑡)) =

(

 
 
 
 
 
 
 
 
 √1 − (∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
∗ (𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

𝜑(𝜑−1)

,

∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

2𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

,

√1 − (∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
∗ (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

𝜑(𝜑−1)

)

 
 
 
 
 
 
 
 
 

. 

Hence, 

𝐶𝑃𝐹𝐵𝑀𝑃,𝑄(𝑃1, 𝑃2, … , 𝑃𝜑) = [
1

𝜑(𝜑−1)
(⊕𝜎,𝜃=1

𝜎≠𝜃

𝜑 (𝑃𝜎
𝑠⊗𝑃𝜃

𝑡))]

1

𝑠+𝑡

=

(

 
 
 
 
 
 
 
 (1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
(𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

2(𝑠+𝑡)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

𝑠+𝑡

,

(1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
(ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 

. 

The proposed theory holds for all values of 𝜑. Similarly, we evaluate the remaining part using the 

same procedures, such as 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
=

(

 
 
 
 
 
 
 
 
 (1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
(𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 
 

. 

Theorem 2. Consider 𝑠, 𝑡 > 0 with a collection of CPFNs 𝑃𝜎 = (𝔽𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗),ℍ𝐵𝑀
𝜎 (ℒ𝑗))(𝜎 =

1,2, … , 𝜑), then 

1) Idempotency: If 𝑃𝜎 = 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗), ℍ𝐵𝑀(ℒ𝑗)), then 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗), ℍ𝐵𝑀(ℒ𝑗)). 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗),ℍ𝐵𝑀(ℒ𝑗)). 

2) Monotonicity: If 𝑃𝜎 ≤ 𝑃𝜎
∗ that is 𝔽𝐵𝑀

𝜎 (ℒ𝑗) ≤ 𝔽∗𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗) ≥ 𝔾𝐵𝑀
𝜎∗ (ℒ𝑗), and 

ℍ𝐵𝑀(ℒ𝑗) ≤ ℍ𝐵𝑀
∗ (ℒ𝑗), thus 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
≤ 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝑁

. 
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𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
≤ 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝐶𝑁

. 

3) Commutativity: Consider 𝑃𝜎
∗(𝜎 = 1,2, … , 𝜑) be the permutation of  𝑃𝜎(𝜎 = 1,2, … , 𝜑), thus  

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝑁

. 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝐶𝑁

. 

4) Boundedness: Consider 𝑃− = (𝑚𝜎𝜑𝜎(𝔽𝐵𝑀
𝜎 (ℒ𝑗)),𝑚𝑎𝑥𝜎(𝔾𝐵𝑀

𝜎 (ℒ𝑗)),𝑚𝜎𝜑𝜎(ℍ𝐵𝑀
𝜎 (ℒ𝑗))) and 

𝑃+ = (𝑚𝑎𝑥𝜎(𝔽𝐵𝑀
𝜎 (ℒ𝑗)),𝑚𝜎𝜑𝜎(𝔾𝐵𝑀

𝜎 (ℒ𝑗)),𝑚𝑎𝑥𝜎(ℍ𝐵𝑀
𝜎 (ℒ𝑗))), thus 

𝑃− ≤ 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
≤ 𝑃+. 

𝑃− ≤ 𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
≤ 𝑃+. 

Further, we simplify the supremacy and validity of the proposed theory by discussing their special 

cases with the help of parameters. 

Case 1: When 𝑡 → 0, then 

𝑙𝜎𝑚𝑡→0𝐶𝑃𝐹𝐵𝑀
𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁

=

(

 
 
 
 
 
 
 (1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
)

1

𝜑𝜑
𝜎=1 )

1

2𝑠

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
)

1

𝜑𝜑
𝜎=1 )

1

𝑠

,

(1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
)

1

𝜑𝜑
𝜎=1 )

1

2𝑠

)

 
 
 
 
 
 
 

= [
1

𝜑
(⊕𝜎=1

𝜑
𝑃𝜎
𝑠)]

1

𝑠
. 

𝑙𝜎𝑚𝑡→0𝐶𝑃𝐹𝐵𝑀
𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁

=

(

 
 
 
 
 
 
 
 
 (1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
)

1

𝜑𝜑
𝜎=1 )

1

2𝑠

,

√1 − (1 − ∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
)

1

𝜑𝜑
𝜎=1 )

1

𝑠

,

√1 − (1 − ∏ (1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
)

1

𝜑𝜑
𝜎=1 )

1

𝑠

)

 
 
 
 
 
 
 
 
 

= [
1

𝜑
(⊕𝜎=1

𝜑
𝑃𝜎
𝑠)]

1

𝑠
. 

Called the generalized CPF averaging (GCPFA) operator. 

Case 2: When 𝑠 = 1 and 𝑡 → 0, thus 

𝑙𝜎𝑚𝑡→0𝐶𝑃𝐹𝐵𝑀
1,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁

=

(

 
 
 
 
 √1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2
)

1

𝜑𝜑
𝜎=1 ,

(∏ 𝔾𝐵𝑀
𝜎 (ℒ𝑗)

𝜑
𝜎=1 )

1

𝜑,

√1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)

1

𝜑𝜑
𝜎=1

)

 
 
 
 
 

=
1

𝜑
(⊕𝜎=1

𝜑
𝑃𝜎). 
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𝑙𝜎𝑚𝑡→0𝐶𝑃𝐹𝐵𝑀
1,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁

=

(

 
 
 
 √1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2
)

1

𝜑𝜑
𝜎=1 ,

(∏ 𝔾𝐵𝑀
𝜎 (ℒ𝑗)

𝜑
𝜎=1 )

1

𝜑,

(∏ ℍ𝐵𝑀
𝜎 (ℒ𝑗)

𝜑
𝜎=1 )

1

𝜑 )

 
 
 
 

=
1

𝜑
(⊕𝜎=1

𝜑
𝑃𝜎). 

This is called the CPF averaging (CPFA) operator. 

Case 3: When 𝑠 = 2 and 𝑡 → 0, thus 

𝑙𝜎𝑚𝑡→0𝐶𝑃𝐹𝐵𝑀
2,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁

=

(

 
 
 
 
 
 
 (1 − ∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
4
)

1

𝜑𝜑
𝜎=1 )

1

4

,

√1 − (1 − ∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
2
)

1

𝜑𝜑
𝜎=1 )

1

2

,

(1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

4
)

1

𝜑𝜑
𝜎=1 )

1

4

)

 
 
 
 
 
 
 

= [
1

𝜑
(⊕𝜎=1

𝜑 (𝑃𝜎)
2)]

1

2
. 

𝑙𝜎𝑚𝑡→0𝐶𝑃𝐹𝐵𝑀
2,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁

=

(

 
 
 
 
 
 
 
 
 (1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
4
)

1

𝜑𝜑
𝜎=1 )

1

4

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
2
)

1

𝜑𝜑
𝜎=1 )

1

2

,

√1 − (1 − ∏ (1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)
2
)

1

𝜑𝜑
𝜎=1 )

1

2

)

 
 
 
 
 
 
 
 
 

= [
1

𝜑
(⊕𝜎=1

𝜑 (𝑃𝜎)
2)]

1

2
. 

Called the CPF square mean (CPFSM) operator. 

Definition 6. Consider 𝑠, 𝑡 > 0 with a collection of CPFNs,  

𝑃𝜎 = (𝔽𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗),ℍ𝐵𝑀
𝜎 (ℒ𝑗))(𝜎 = 1,2, … , 𝜑), 

thus 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= [

1

𝜑(𝜑−1)
(⊕𝜎,𝜃=1

𝜎≠𝜃

𝜑 ((𝑤𝜎𝑃𝜎)
𝑠⊗ (𝑤𝜃𝑃𝜃)

𝑡))]

1

𝑠+𝑡

    (17) 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= [

1

𝜑(𝜑−1)
(⊕𝜎,𝜃=1

𝜎≠𝜃

𝜑 ((𝑤𝜎𝑃𝜎)
𝑠⊗ (𝑤𝜃𝑃𝜃)

𝑡))]

1

𝑠+𝑡

.   (18) 

This is called the 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡 operator with weight vector 𝑤𝜎 ∈ [0,1] and ∑ 𝑤𝜎
𝜑
𝜎=1 = 1. 
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Theorem 3. Consider 𝑠, 𝑡 > 0 with a collection of CPFNs, 𝑃𝜎 = (𝔽𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗),ℍ𝐵𝑀
𝜎 (ℒ𝑗))(𝜎 =

1,2, … , 𝜑), thus we prove that the aggregated theory of the above operators is again CPFN, such as 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= 

(

 
 
 
 
 
 
 
 
 1 − (1 − ∏ (1 − (1 − (1 − (𝔾𝐵𝑀

𝜎 (ℒ𝑗))
2
)
𝑤𝜎
)
𝑠

(1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑤𝜃
)
𝑡

)

1

2(𝑠+𝑡)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

2(𝑠+𝑡)

,

√1 − (1 − ∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2𝑤𝜎
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2𝑤𝜃
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

𝑠+𝑡

,

1 − (1 −∏ (1 − (1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑤𝜎
)
𝑠

(1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑤𝜃
)
𝑡

)

1

2(𝑠+𝑡)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 
 

.   (19) 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= 

(

 
 
 
 
 
 
 
 
 
 1 − (1 − ∏ (1 − (1 − (1 − (𝔾𝐵𝑀

𝜎 (ℒ𝑗))
2
)
𝑤𝜎
)
𝑠

(1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑤𝜃
)
𝑡

)

1

2(𝑠+𝑡)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

2(𝑠+𝑡)

,

√1 − (1 − ∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2𝑤𝜎
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2𝑤𝜃
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

𝑠+𝑡

,

√1 − (1 −∏ (1 − (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑤𝜎
)
𝑠
(1 − (ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑤𝜃
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

1

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 
 
 

.   (20) 

Proof. Omitted. 

Theorem 4: Consider 𝑠, 𝑡 > 0 with a collection of CPFNs 𝑃𝜎 = (𝔽𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗), ℍ𝐵𝑀
𝜎 (ℒ𝑗))(𝜎 =

1,2, … , 𝜑), then 

1) Idempotency: If 𝑃𝜎 = 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗), ℍ𝐵𝑀(ℒ𝑗)), then 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗), ℍ𝐵𝑀(ℒ𝑗)) 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= 𝑃 = (𝔽𝐵𝑀(ℒ𝑗), 𝔾𝐵𝑀(ℒ𝑗),ℍ𝐵𝑀(ℒ𝑗)). 

2) Monotonicity: If 𝑃𝜎 ≤ 𝑃𝜎
∗ that is 𝔽𝐵𝑀

𝜎 (ℒ𝑗) ≤ 𝔽∗𝐵𝑀
𝜎 (ℒ𝑗), 𝔾𝐵𝑀

𝜎 (ℒ𝑗) ≥ 𝔾𝐵𝑀
𝜎∗ (ℒ𝑗), and 

ℍ𝐵𝑀(ℒ𝑗) ≤ ℍ𝐵𝑀
∗ (ℒ𝑗), thus 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
≤ 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝑁

 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
≤ 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝐶𝑁

. 

3) Commutativity: Consider 𝑃𝜎
∗(𝜎 = 1,2, … , 𝜑) be the permutation of  𝑃𝜎(𝜎 = 1,2, … , 𝜑), thus  
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𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
= 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝑁

 

𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
= 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1

∗, 𝑃2
∗, … , 𝑃𝜑

∗)
𝑇𝐶𝑁

. 

4) Boundedness: Consider 𝑃− = (𝑚𝜎𝜑𝜎(𝔽𝐵𝑀
𝜎 (ℒ𝑗)),𝑚𝑎𝑥𝜎(𝔾𝐵𝑀

𝜎 (ℒ𝑗)),𝑚𝜎𝜑𝜎(ℍ𝐵𝑀
𝜎 (ℒ𝑗))) and 

𝑃+ = (𝑚𝑎𝑥𝜎(𝔽𝐵𝑀
𝜎 (ℒ𝑗)),𝑚𝜎𝜑𝜎(𝔾𝐵𝑀

𝜎 (ℒ𝑗)),𝑚𝑎𝑥𝜎(ℍ𝐵𝑀
𝜎 (ℒ𝑗))), thus 

𝑃− ≤ 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
≤ 𝑃+ 

𝑃− ≤ 𝐶𝑃𝐹𝑊𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝐶𝑁
≤ 𝑃+. 

Proof. Omitted. 

4. Evaluation based on distance from average solution for proposed theory 

The major theme of this section is to expose or construct the technique of the EDAS procedure 

based on the initiated operators. For this, we compute the following procedure, such as 

Step 1: Design the matrix by including the terms of CPFNS by assigning to each attribute 𝜃𝑡ℎ in every 

alternative 𝜎𝑡ℎ, such as 

𝐷𝑀 = [𝑃ij]n×m
= [

𝑃11 𝑃12 … 𝑃1𝑚
𝑃21 𝑃22 … 𝑃2𝑚
⋮
𝑃𝜑1

⋮
𝑃𝜑2

⋮ ⋮
… 𝑃𝜑𝑚

].    (21) 

The representation of the weight vector is as follows, such as 𝑊 = (w1, w2, … ,wm)
T with ∑ wj

𝜑
𝜃=1 = 1. 

Step 2: Consider the technique of the CPFBM operator, we expose the average solution, such as 

𝐶𝑃𝐹𝐵𝑀𝑠,𝑡(𝑃1, 𝑃2, … , 𝑃𝜑)𝑇𝑁
=

(

 
 
 
 
 
 
 
 (1 −∏ (1 − (𝔽𝐵𝑀

𝜎 (ℒ𝑗))
2𝑠
(𝔽𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

√1 − (1 −∏ (1 − (1 − (𝔾𝐵𝑀
𝜎 (ℒ𝑗))

2
)
𝑠
(1 − (𝔾𝐵𝑀

𝜃 (ℒ𝑗))
2
)
𝑡

)

1

𝜑(𝜑−1)
𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

,

(1 − ∏ (1 − (ℍ𝐵𝑀
𝜎 (ℒ𝑗))

2𝑠
(ℍ𝐵𝑀

𝜃 (ℒ𝑗))
2𝑠
)

𝜑

𝜑(𝜑−1)𝜑
𝜎,𝜃=1
𝜎≠𝜃

)

𝑡

2(𝑠+𝑡)

)

 
 
 
 
 
 
 
 

.  (22) 

Step 3: Compute the value of PDA and the value of NDA in the shape of a matrix, such as 

𝒫𝒟𝒜𝜎𝜃 =
max(0,(xij−𝒜𝒱𝜃))

𝒜𝒱𝜃
,         (23) 
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𝒩𝒟𝒜𝜎𝜃 =
max(0,(𝒜𝒱𝜃−xij))

𝒜𝒱𝜃
.        (24) 

These techniques will be used for truth, falsity, and radius functions. 

Step 4: Derive the technique of weighted summation according to the technique of PDA and NDA, 

such as 

𝒮𝒫i = ∑ wj
m
j=1 𝒫𝒟𝒜𝜎𝜃,         (25) 

𝒮𝒩i = ∑ wj
m
j=1 𝒩𝒟𝒜𝜎𝜃.         (26) 

Step 5: Compute the normalized values according to the values of SPi and SNi, such as 

𝒩𝒮𝒫i =
𝒮𝒫i

max(𝒮𝒩i)
,          (27) 

𝒩𝒮𝒩i = 1 −
𝒮𝒩i

max(𝒮𝒩i)
.          (28) 

Step 6: Derive the appraisal values based on the above information, such as 

𝒜𝒮i =
1

2
(𝒩𝒮𝒫i +𝒩𝒮𝒩i).         (29) 

Step 7: Rank all alternatives, to examine the best optimal. 

Moreover, we discuss the supremacy of the above technique by evaluating some examples with 

the help of the above technique. For this, we discuss the problem of the classification of the CPF meta-

analysis and its application. 

5. Classification of the Circular Pythagorean fuzzy Meta-analysis and its applications 

In this section, we describe one of the most preferable and dominant techniques or applications 

called meta-analysis, which is a statistical technique used to evaluate or analyze the data from multiple 

independent studies for a particular topic or research question. In this application, we concentrate on 

using the initiated operators and methods to evaluate the above problems. For this, we consider the 

problem of meta-analysis and find the major key steps involved in meta-analysis, such as 

1) Data Extraction “A1”. 

2) Pooling of Effect Sizes “A2”. 

3) Assessment of Heterogeneity “A3”. 

4) Publication Bias Assessment “A4”. 

5) Subgroup Analysis and Sensitive Analysis “A5”. 

We have some attributes, such as growth analysis, social impact, political impact, environmental 

impact, and internet resources. For this, we compute the following procedure, such as 

Step 1: Design the matrix by including the terms of CPFNS by assigning to each attribute 𝜃𝑡ℎ in 

every alternative 𝜎𝑡ℎ, see Table 1. 
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Table 1. Representation of the CPF matrix. 

  G1  G2 G3 G4 G5 

A1 (0.8,0.5,0.3) (0.81,0.51,0.31) (0.82,0.52,0.32) (0.83,0.53,0.33) (0.84,0.54,0.34) 

A2 (0.4,0.3,0.1) (0.41,0.31,0.11) (0.42,0.32,0.12) (0.43,0.33,0.13) (0.44,0.34,0.14) 

A3 (0.7,0.6,0.3) (0.71,0.61,0.31) (0.72,0.62,0.32) (0.73,0.63,0.33) (0.74,0.64,0.34) 

A4 (0.6,0.5,0.4) (0.61,0.51,0.41) (0.62,0.52,0.42) (0.63,0.53,0.43) (0.64,0.54,0.44) 

A5 (0.5,0.4,0.2) (0.51,0.41,0.21) (0.52,0.42,0.22) (0.53,0.43,0.23) (0.54,0.44,0.24) 

Step 2: Consider the technique of the CPFBM operator, we expose the average solution, such as 

𝒜𝒱1 = (0.9945,0.4674,0.8303), 

𝒜𝒱2 = (0.9952,0.4775,0.8439), 

𝒜𝒱3 = (0.9959,0.4876,0.8565), 

𝒜𝒱4 = (0.9964,0.4977,0.8681), 

𝒜𝒱5 = (0.9969,0.5078,0.8788). 

Step 3: Compute the value of PDA and the value of NDA in the shape of a matrix, see Tables 2 and 3. 

Table 2. Positive distance matrix. 

(0,0.0695,0) (0,0.0679,0) (0,0.0663,0) (0,0.0647,0) (0,0.0632,0) 

(0,0,0) (0,0,0) (0,0,0) (0,0,0) (0,0,0) 

(0,0.2834,0) (0,0.2773,0) (0,0.2713,0) (0,0.2656,0) (0,0.2601,0) 

(0,0.0695,0) (0,0.0679,0) (0,0.0663,0) (0,0.0647,0) (0,0.0632) 

(0,0,0) (0,0,0) (0,0,0) (0,0,0) (0,0,0) 

Table 3. Negative distance matrix. 

(
0.1956,0,
0.6387

) (
0.1861,
0,0.63269

) (
0.1766,
0,0.6264

) (
0.1670,0,
0.6198

) (
0.1574,0,
0.6131

) 

(
0.5978,
0.3582,
0.8795

) (
0.5880,
0.3508,
0.8696

) (
0.5782,0.3437,

0.8599
) (

0.5684,
0.3370,
0.8502

) (
0.5586,
0.3305,
0.8407

) 

(
0.2961,0,
0.6387

) (
0.2866,0,
0.6326

) (
0.2770,
0,0.6264

) (
0.26742,0,
0.6198

) (
0.2577,0,
0.6131

) 

(
0.3967,0,
0.5182

) (
0.3871,0,
0.5142

) (
0.3774,
0,0.5096

) (
0.367,0,
0.5046

) (
0.3580,0,
0.4993

) 

(
0.4972,
0.1443,
0.7591

) (
0.4875,
0.1414,
0.7511

) (
0.4778,0.1387,

0.7431
) (

0.4681,
0.1361,
0.7350

) (
0.4583,
0.1336,
0.7269

) 

Step 4: Derive the technique of weighted summation according to the technique of PDA and NDA 

based on the weight vector (0.2,0.2,0.2,0.2,0.2). Tables 4 and 5. 
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Table 4. Weighted information based on the Positive distance matrix. 

𝒮𝒫1 (0,0.0845,0) 

𝒮𝒫2 (0,0.082,0) 

𝒮𝒫3 (0,0.080,0) 

𝒮𝒫4 (0,0.0790,0) 

𝒮𝒫5 (0,0.0773,0) 

Table 5. Weighted information based on the Negative distance matrix. 

𝒩𝒫1 (0.3967,0.1005,0.6868) 

𝒩𝒫2 (0.3871,0.0984,0.6800) 

𝒩𝒫3 (0.3774,0.0965,0.6731) 

𝒩𝒫4 (0.367,0.0946,0.6659) 

𝒩𝒫5 (0.3580,0.0928,0.6586) 

Step 5: Compute the normalized values according to the values of SPi and SNi, see Table 6. 

Table 6. Normalized matrix of information. 

𝒩𝒮𝒫1𝒩𝒮𝒩1 (0,0,0) 

𝒩𝒮𝒫2𝒩𝒮𝒩2 (0,0.0204,0.0098) 

𝒩𝒮𝒫3𝒩𝒮𝒩3 (0.9514,0.0399,0.0200) 

𝒩𝒮𝒫4𝒩𝒮𝒩4 (0.9269,0.0586,0.0304) 

𝒩𝒮𝒫5𝒩𝒮𝒩5 (0.9025,0.0765,0.411) 

Step 6: Derive the appraisal values based on the above information, such as 

𝒮𝒱1 = 0.0, 𝒮𝒱2 = 0.0, 𝒮𝒱3 = 0.0181, 𝒮𝒱4 = 0.0260, 𝒮𝒱5 = 0.0303. 

Step 7: Rank all alternatives, to examine the best optimal, such as 

𝒮𝒱5 > 𝒮𝒱4 > 𝒮𝒱3 > 𝒮𝒱2 = 𝒮𝒱1. 

The most prominent decision is 𝒮𝒱5 , according to the technique of the EDAS method, which is 

represented by the “Subgroup analysis and Sensitive Analysis”. Further, we show the flexibility of the 

proposed theory by using the proposed operators without the EDAS method to evaluate the dominancy 

and flexibility of the proposed operators. For this, we consider the information in Table 7. 

Table 7. CPF matrix of information. 

  G1  G2 G3 G4 G5 

A1 (0.8,0.5,0.3) (0.81,0.51,0.31) (0.82,0.52,0.32) (0.83,0.53,0.33) (0.84,0.54,0.34) 

A2 (0.4,0.3,0.1) (0.41,0.31,0.11) (0.42,0.32,0.12) (0.43,0.33,0.13) (0.44,0.34,0.14) 

A3 (0.7,0.6,0.3) (0.71,0.61,0.31) (0.72,0.62,0.32) (0.73,0.63,0.33) (0.74,0.64,0.34) 

A4 (0.6,0.5,0.4) (0.61,0.51,0.41) (0.62,0.52,0.42) (0.63,0.53,0.43) (0.64,0.54,0.44) 

A5 (0.5,0.4,0.2) (0.51,0.41,0.21) (0.52,0.42,0.22) (0.53,0.43,0.23) (0.54,0.44,0.24) 
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Further, we evaluate the support of any two CPF values based on distance measures. Thus, we 

have 

𝑆12
1 = 𝑆12

1 = 0.7333 , 𝑆13
1 = 𝑆31

1 = 0.9333 , 𝑆14
1 = 𝑆41

1 = 0.9 , 𝑆15
1 = 𝑆51

1 = 0.833 , 𝑆23
1 = 𝑆32

1 =

0.8333, 𝑆24
1 = 𝑆42

1 = 0.7666, 𝑆25
1 = 𝑆52

1 = 0.9, 𝑆34
1 = 𝑆43

1 = 0.9, 𝑆35
1 = 𝑆53

1 = 0.8333, 𝑆45
1 = 𝑆54

1 =

0.8666. 

𝑆12
2 = 𝑆12

2 = 0.7333 , 𝑆13
2 = 𝑆31

2 = 0.9333 , 𝑆14
2 = 𝑆41

2 = 0.9 , 𝑆15
2 = 𝑆51

2 = 0.833 , 𝑆23
2 = 𝑆32

2 =

0.8333, 𝑆24
2 = 𝑆42

2 = 0.7666, 𝑆25
2 = 𝑆52

2 = 0.9, 𝑆34
2 = 𝑆43

2 = 0.9, 𝑆35
2 = 𝑆53

2 = 0.8333, 𝑆45
2 = 𝑆54

2 =

0.8666. 

𝑆12
3 = 𝑆12

3 = 0.7333 , 𝑆13
3 = 𝑆31

3 = 0.9333 , 𝑆14
3 = 𝑆41

3 = 0.9 , 𝑆15
3 = 𝑆51

3 = 0.833 , 𝑆23
3 = 𝑆32

3 =

0.8333, 𝑆24
3 = 𝑆42

3 = 0.7666, 𝑆25
3 = 𝑆52

3 = 0.9, 𝑆34
3 = 𝑆43

3 = 0.9, 𝑆35
3 = 𝑆53

3 = 0.8333, 𝑆45
3 = 𝑆54

3 =

0.8666. 

𝑆12
4 = 𝑆12

4 = 0.7333 , 𝑆13
4 = 𝑆31

4 = 0.9333 , 𝑆14
4 = 𝑆41

4 = 0.9 , 𝑆15
4 = 𝑆51

4 = 0.833 , 𝑆23
4 = 𝑆32

4 =

0.8333, 𝑆24
4 = 𝑆42

4 = 0.7666, 𝑆25
4 = 𝑆52

4 = 0.9, 𝑆34
4 = 𝑆43

4 = 0.9, 𝑆35
4 = 𝑆53

4 = 0.8333, 𝑆45
4 = 𝑆54

4 =

0.8666. 

𝑆12
5 = 𝑆12

5 = 0.7333 , 𝑆13
5 = 𝑆31

5 = 0.9333 , 𝑆14
5 = 𝑆41

5 = 0.9 , 𝑆15
5 = 𝑆51

5 = 0.833 , 𝑆23
5 = 𝑆32

5 =

0.8333, 𝑆24
5 = 𝑆42

5 = 0.7666, 𝑆25
5 = 𝑆52

5 = 0.9, 𝑆34
5 = 𝑆43

5 = 0.9, 𝑆35
5 = 𝑆53

5 = 0.8333, 𝑆45
5 = 𝑆54

5 =

0.8666. 

Thus, by using the above values, we find the following information, such as 

𝜏11 = 0.2018, 𝜏12 = 0.1896, 𝜏13 = 0.2018, 𝜏14 = 0.2033, 𝜏15 = 0.2033. 

𝜏21 = 0.2018, 𝜏22 = 0.1896, 𝜏23 = 0.2018, 𝜏24 = 0.2033, 𝜏25 = 0.2033. 

𝜏31 = 0.2018, 𝜏32 = 0.1896, 𝜏33 = 0.2018, 𝜏34 = 0.2033, 𝜏35 = 0.2033. 

𝜏41 = 0.2018, 𝜏42 = 0.1896, 𝜏43 = 0.2018, 𝜏44 = 0.2033, 𝜏45 = 0.2033. 

𝜏51 = 0.2018, 𝜏52 = 0.1896, 𝜏53 = 0.2018, 𝜏54 = 0.2033, 𝜏55 = 0.2033. 

Moreover, using the technique of the CPFBM operator, we have the following aggregated values, 

such as 

𝑧1 = (0.9945,0.46748,0.8303) , 𝑧2 = (0.9952,0.477,0.8439) , 𝑧3 = (0.9959,0.4876,0.856) , 𝑧4 =

(0.9964,0.4977,0.8681), 𝑧5 = (0.9969,0.5078,0.8788). 

Thus, we consider the technique of score values, such as 

𝑆(𝑧1) = 0.6399, 𝑆(𝑧2) = 0.6435, 𝑆(𝑧3) = 0.6458, 𝑆(𝑧4) = 0.6469, 𝑆(𝑧5) = 0.6468. 

Finally, we have the following ranking values, such as 

𝑆(𝑧4) > 𝑆(𝑧5) > 𝑆(𝑧3) > 𝑆(𝑧2) > 𝑆(𝑧1). 

The most prominent decision is 𝒮𝒱4 according to the technique of the CPFBM operator, which is 

represented by the “Publication Bias Assessment”. Further, we compare the proposed theory with some 

existing techniques for evaluating the supremacy and validity of the proposed theory. 
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6. Comparative analysis 

The main theme of this article is to evaluate the supremacy and flexibility of the proposed method 

and proposed operators by comparing their ranking values with the obtained values of existing 

techniques to enhance the worth of the initiated theory. For this, we consider some existing techniques: 

Ali and Yang [26] derived the technique of Hamacher operators for CPFSs. Furthermore, Xu and 

Yager [30] proposed the theory of BM operators for IFSs. Moreover, Xia et al. [31] evaluated the 

technique of BM operators for generalized IFSs. Additionally, Liang et al. [32] derived the technique 

of BM operators for PFSs and their applications. Further, Yang et al. [33] exposed the BM operators 

for PFSs based on triangular norms. Finally, using the information in Table 7, the comparative analysis 

is listed in Table 8. 

Table 8. Representation of the comparative analysis. 

Methods Score values Best optimal 

Ali and Yang [26] 𝑆(𝑧4) > 𝑆(𝑧5) > 𝑆(𝑧3) > 𝑆(𝑧2) > 𝑆(𝑧1) 𝑆(𝑧4) 

Xu and Yager [30] No No 

Xia et al. [31] No No 

Liang et al. [32] No No 

Yang et al. [33] No No 

CPFBM operator 𝑆(𝑧4) > 𝑆(𝑧5) > 𝑆(𝑧3) > 𝑆(𝑧2) > 𝑆(𝑧1) 𝑆(𝑧4) 

The most prominent decision is 𝒮𝒱4, according to the technique of the CPFBM operator, which 

is represented by the “Publication Bias Assessment”. Further, the existing techniques have failed 

because of ambiguity and limitations, where the proposed theory of Xu and Yager [30], Xia et al. [31], 

Liang et al. [32], and Yang et al. [33] are the special cases of the proposed theory. The limitations of 

the existing models are described below: 

1) Ali and Yang [26] derived the technique of Hamacher operators for CPFSs. The models for the 

Hamacher operators are very flexible and dominant because of their features. According to the 

theory of Ali and Yang [26], the ranking values are listed as follows: 𝑆(𝑧4) > 𝑆(𝑧5) > 𝑆(𝑧3) >

𝑆(𝑧2) > 𝑆(𝑧1) . Once more, the proposed model is different from the existing technique 

because it is computed based on the Bonferroni operators. 

2) Xu and Yager [30] proposed the theory of BM operators for IFSs, which is a special part of the 

proposed theory. The technique of BM operators for IFSs cannot evaluate the CPF kind of 

information, because the condition of CPF sets is more general. The three functions are the part 

of CPFSs, but in the case of IFSs, we have just two functions, which is the special case of the 

derived theory. 

3) Xia et al. [31] evaluated the technique of BM operators for generalized IFSs, which is a special 

part of the proposed theory. The technique of BM operators for IFSs cannot evaluate the CPF 

kind of information, because the condition of CPF sets is more general, where the three 

functions are the part of CPFSs, but in the case of IFSs, we have just two functions, which is 

the special case of the derived theory. 

4) Liang et al. [32] derived the technique of BM operators for PFSs and their applications as part 

of initiated operators, since this technique contains only two functions, but the proposed model 

is the modified version. This is because they contained three functions, and if we ignored the 



 

AIMS Mathematics  Volume 9, Issue 10, 28273–28294. 

28291 

radius function form the CPFSs, then the proposed theory will be converted to the existing 

models. 

5) Further, Yang et al. [33] exposed the BM operators for PFSs based on triangular norms as part 

of initiated operators, since this technique contains only two functions, but the proposed model 

is the modified version. This is because they contained three functions, and if we ignored the 

radius function form the CPFSs, then the proposed theory will be converted to the existing 

models. 

Thus, after our long analysis, we concluded that the proposed model is superior and more general than 

the existing technique in coping with vague and uncertain information. Hence, the proposed model is 

more reliable and more general than the existing information. 

7. Conclusions 

The major themes of this manuscript are listed below: 

1) We propose the technique of the CPFBM operator, and CPFWBM operator and describe their 

special cases with the help of two parameters, “s” and “t”. Some describable properties are also 

proposed for the above techniques. 

2) We present the technique of the EDAS technique for the CPFSs. 

3) We show the flexibility and dominance of the proposed operators by comparing the proposed 

methods with some existing techniques. 

In the future, we will discuss the novel technique of circular picture fuzzy sets and their extensions. 

Further, we will develop some new techniques for aggregation operators [34], similarity measures [35], 

and different kinds of methods [36]. Finally, we will discuss their application in artificial intelligence [37], 

data science [38], and decision-making theory [39] to enhance the worth of the proposed methods. 

Author contributions 

Weiwei Jiang: Conceptualization, Methodology, Formal analysis, Writing–review and editing, 

Visualization; Zeeshan Ali: Conceptualization, Software, Validation, Formal analysis, Investigation, 

Data Curation, Writing–review and editing; Muhammad Waqas: Conceptualization, Software, 

Validation, Formal analysis, Investigation, Data Curation, Writing–review and editing; Peide Liu: 

Software, Validation, Investigation, Resources, Data Curation, Writing–review and editing, 

Visualization Supervision, Project administration, Funding acquisition. All authors have read and 

approved the final version of the manuscript for publication. 

Conflict of interest 

The authors declare there is no conflict of interest. 

References 

1. S. P. Whelton, A. Chin, X. Xin, J. He, Effect of aerobic exercise on blood pressure: a meta-

analysis of randomized, controlled trials, Ann. Int. Med., 136 (2002), 493–503. 



 

AIMS Mathematics  Volume 9, Issue 10, 28273–28294. 

28292 

2. H. S. Sacks, J. Berrier, D. Reitman, V. A. Ancona-Berk, T. C. Chalmers, Meta-analyses of 

randomized controlled trials, New England J. Med., 316 (1987), 450–455. 

3. G. Ellis, M. A. Whitehead, D. Robinson, D. Neill, P. Langhorne, Meta-analysis of randomised 

controlled trials, Consensus Statement, 303 (1991), 1385–1387. 

4. L. A. Zadeh, Fuzzy sets, Inform. Control, 8 (4965), 338–353. 

5. K. Atanassov, Intuitionistic fuzzy sets, Berlin: Springer, 1999. 

6. K. Atanassov, More on intuitionistic fuzzy sets, Fuzzy Sets Syst., 33 (1989), 37–45. 

https://doi.org/10.1016/0165-0114(89)90215-7 

7. K. Hayat, Z. Tariq, E. Lughofer, M. F. Aslam, New aggregation operators on group-based 

generalized intuitionistic fuzzy soft sets, Soft Comput., 25 (2021), 13353–13364. 

https://doi.org/10.1007/s00500-021-06181-7 

8. Y. Xue, Y. Deng, Decision making under measure-based granular uncertainty with intuitionistic 

fuzzy sets, Appl. Intel., 51 (2021), 6224–6233. https://doi.org/10.1007/s10489-021-02216-6 

9. H. Garg, K. Kumar, A novel exponential distance and its based TOPSIS method for interval-

valued intuitionistic fuzzy sets using connection number of SPA theory, Artif. Intell. Rev., 53 

(2020), 595–624. https://doi.org/10.1007/s10462-018-9668-5 

10. A. K. Das, C. Granados, IFP-intuitionistic multi fuzzy N-soft set and its induced IFP-hesitant N-

soft set in decision-making, J. Ambient Intell. Human. Comput., 14 (2023), 10143–10152. 

https://doi.org/10.1007/s12652-021-03677-w 

11. A. İlbaş, A. Gürdere, F. E. Boran, An integrated intuitionistic fuzzy set and stochastic multi-

criteria acceptability analysis approach for supplier selection, Neural Comput. Appl., 35 (2023), 

3937–3953. https://doi.org/10.1007/s00521-022-07919-6 

12. X. He, Y. Wu, Global research trends of intuitionistic fuzzy set: a bibliometric analysis, J. Intell. 

Syst., 28 (2019), 621–631. https://doi.org/10.1515/jisys-2017-0240 

13. R. R. Yager, Pythagorean fuzzy subsets, In: 2013 joint IFSA world congress and NAFIPS annual 

meeting (IFSA/NAFIPS), IEEE, 57–61, 2013. 

14. M. Deveci, L. Eriskin, M. Karatas, A survey on recent applications of pythagorean fuzzy sets: a 

state-of-the-art between 2013 and 2020, In: Garg, H. (eds) Pythagorean Fuzzy Sets, Springer, 

2021, 3–38. https://doi.org/10.1007/978-981-16-1989-2_1 

15. P. Mandal, A. S. Ranadive, Decision‐theoretic rough sets under Pythagorean fuzzy information, 

Int. J. Intell. Syst., 33 (2018), 818–835. https://doi.org/10.1002/int.21969 

16. L. Pérez-Dominguez, S. N. A. Durán, R. R. López, I. J. C. Pérez-Olguin, D. Luviano-Cruz, J. A. 

A. H. Gómez, Assessment urban transport service and Pythagorean Fuzzy Sets CODAS method: 

a case of study of Ciudad Juárez, Sustainability, 13 (2021), 1281. 

https://doi.org/10.3390/su13031281 

17. N. Alkan, C. Kahraman, CODAS extension using novel decomposed Pythagorean fuzzy sets: 

Strategy selection for IOT based sustainable supply chain system, Expert Syst. Appl., 237 (2024), 

121534. https://doi.org/10.1016/j.eswa.2023.121534 

18. G. Sun, M. Wang, Pythagorean fuzzy information processing based on centroid distance measure 

and its applications, Expert Syst. Appl., 236 (2024), 121295. 

https://doi.org/10.1016/j.eswa.2023.121295 

19. A. Çalık, A novel Pythagorean fuzzy AHP and fuzzy TOPSIS methodology for green supplier 

selection in the Industry 4.0 era, Soft Comput., 25 (2021), 2253–2265. 

https://doi.org/10.1007/s00500-020-05294-9 

https://doi.org/10.1016/0165-0114(89)90215-7
https://doi.org/10.1007/s00500-021-06181-7
https://doi.org/10.1007/s10489-021-02216-6
https://doi.org/10.1007/s10462-018-9668-5
https://doi.org/10.1007/s12652-021-03677-w
https://doi.org/10.1007/s00521-022-07919-6
https://doi.org/10.1515/jisys-2017-0240
https://doi.org/10.1007/978-981-16-1989-2_1
https://doi.org/10.1002/int.21969
https://doi.org/10.3390/su13031281
https://doi.org/10.1016/j.eswa.2023.121534
https://doi.org/10.1016/j.eswa.2023.121295
https://doi.org/10.1007/s00500-020-05294-9


 

AIMS Mathematics  Volume 9, Issue 10, 28273–28294. 

28293 

20. K. T. Atanassov, Circular intuitionistic fuzzy sets, J. Intell. Fuzzy Syst., 39 (2020), 5981–5986. 

https://doi.org/10.3233/JIFS-189072 

21. E. Çakır, M. A. Taş, Circular intuitionistic fuzzy decision making and its application, Expert Syst. 

Appl., 225 (2023), 120076. https://doi.org/10.1016/j.eswa.2023.120076 

22. M. J. Khan, W. Kumam, N. A. Alreshidi, Divergence measures for circular intuitionistic fuzzy 

sets and their applications, Eng. Appl. Artif. Intell., 116 (2022), 105455. 

https://doi.org/10.1016/j.engappai.2022.105455 

23. K. Atanassov, E. Marinov, Four distances for circular intuitionistic fuzzy sets, Mathematics, 9 

(2021), 1121. https://doi.org/10.3390/math9101121 

24. N. A. Alreshidi, Z. Shah, M. J. Khan, Similarity and entropy measures for circular intuitionistic 

fuzzy sets, Eng. Appl. Artif. Intell., 131 (2024), 107786. 

https://doi.org/10.1016/j.engappai.2023.107786 

25. M. C. Bozyiğit, M. Olgun, M. Ünver, Circular Pythagorean fuzzy sets and applications to multi-

criteria decision making, Informatica, 34 (2023), 713–742. 

26. Z. Ali, M. S. Yang, Circular Pythagorean fuzzy Hamacher aggregation operators with application 

in the assessment of goldmines, IEEE Access, 12 (2024), 13070–13087. 

https://doi.org/10.1109/ACCESS.2024.3354823 

27. M. Keshavarz Ghorabaee, E. K. Zavadskas, L. Olfat, Z. Turskis, Multi-criteria inventory 

classification using a new method of evaluation based on distance from average solution (EDAS), 

Informatica, 26 (2015), 435–451. 

28. E. P. Klement, R. Mesiar, E. Pap, Triangular norms, Tatra Mount. Math. Publ., 13 (1997), 169–

193. 

29. P. Liu, Some Hamacher aggregation operators based on the interval-valued intuitionistic fuzzy 

numbers and their application to group decision making, IEEE Trans. Fuzzy Syst., 22 (2014), 83–

97. https://doi.org/10.1109/TFUZZ.2013.2248736 

30. Z. Xu, R. R. Yager, Intuitionistic fuzzy Bonferroni means, IEEE Trans. Syst. Man Cybernet., Part 

B (Cybernetics), 41 (2010), 568–578. https://doi.org/10.1109/TSMCB.2010.2072918 

31. M. Xia, Z. Xu, B. Zhu, Generalized intuitionistic fuzzy Bonferroni means, Int. J. Intell. Syst., 27 

(2012), 23–47. https://doi.org/10.1002/int.20515 

32. D. Liang, Y. Zhang, Z. Xu, A. P. Darko, Pythagorean fuzzy Bonferroni mean aggregation operator 

and its accelerative calculating algorithm with the multithreading, Int. J. Intell. Syst., 33 (2018), 

615–633. https://doi.org/10.1002/int.21960 

33. Y. Yang, K. S. Chin, H. Ding, H. X. Lv, Y. L. Li, Pythagorean fuzzy Bonferroni means based on 

T‐norm and its dual T‐conorm, Int. J. Intell. Syst., 34 (2019), 1303–1336. 

https://doi.org/10.1002/int.22097 

34. W. Yang, Y. Pang, New q-rung orthopair fuzzy Bonferroni mean Dombi operators and their 

application in multiple attribute decision making, IEEE Access, 8 (2020), 50587–50610. 

https://doi.org/10.1109/ACCESS.2020.2979780 

35. W. Yang, Y. Pang, T-spherical fuzzy Bonferroni mean operators and their application in multiple 

attribute decision making, Mathematics, 10 (2022), 988. https://doi.org/10.3390/math10060988 

36. Y. Pang, W. Yang, Some T-Spherical hesitant fuzzy Shapley Bonferroni mean operators and their 

applications, IEEE Access, 12 (2022), 60185–60205. 

https://doi.org/10.1109/ACCESS.2024.3392293 

https://doi.org/10.3233/JIFS-189072
https://doi.org/10.1016/j.eswa.2023.120076
https://doi.org/10.1016/j.engappai.2022.105455
https://doi.org/10.3390/math9101121
https://doi.org/10.1016/j.engappai.2023.107786
https://doi.org/10.1109/ACCESS.2024.3354823
https://doi.org/10.1109/TFUZZ.2013.2248736
https://doi.org/10.1109/TSMCB.2010.2072918
https://doi.org/10.1002/int.20515
https://doi.org/10.1002/int.21960
https://doi.org/10.1002/int.22097
https://doi.org/10.1109/ACCESS.2020.2979780
https://doi.org/10.3390/math10060988
https://doi.org/10.1109/ACCESS.2024.3392293


 

AIMS Mathematics  Volume 9, Issue 10, 28273–28294. 

28294 

37. P. Zhang, T. Li, Z. Yuan, Z. Deng, G. Wang, D. Wang, et al., A possibilistic information fusion-

based unsupervised feature selection method using information quality measures, IEEE Trans. 

Fuzzy Syst., 31 (2023), 2975–2988. https://doi.org/10.1109/TFUZZ.2023.3238803 

38. P. Zhang, D. Wang, Z. Yu, Y. Zhang, T. Jiang, T. Li, A multi-scale information fusion-based 

multiple correlations for unsupervised attribute selection, Inform. Fusion, 106 (2024), 102276. 

https://doi.org/10.1016/j.inffus.2024.102276 

39. G. Zhang, J. Hu, P. Zhang, Leveraging local density decision labeling and fuzzy dependency for 

semi-supervised feature selection, Int. J.Fuzzy Syst., 2024. https://doi.org/10.1007/s40815-024-

01740-0 

© 2024 the Author(s), licensee AIMS Press. This is an open access 

article distributed under the terms of the Creative Commons 

Attribution License (http://creativecommons.org/licenses/by/4.0) 

https://doi.org/10.1109/TFUZZ.2023.3238803
https://doi.org/10.1016/j.inffus.2024.102276
https://doi.org/10.1007/s40815-024-01740-0
https://doi.org/10.1007/s40815-024-01740-0

