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Abstract: In this work, we initially construct an implicit Euler difference scheme for a two-
dimensional heat problem, incorporating both local and nonlocal boundary conditions. Subsequently,
we harness the power of the discrete Fourier transform and develop an innovative transformation
technique to rigorously demonstrate that our scheme attains the asymptotic optimal error estimate in the
maximum norm. Furthermore, we derive a series of approximation formulas for the partial derivatives
of the solution along the two spatial dimensions, meticulously proving that each of these formulations
possesses superconvergence properties. Lastly, to validate our theoretical findings, we present two
comprehensive numerical experiments, showcasing the efficiency and accuracy of our approach.
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1. Introduction

In recent years, nonclassical boundary and initial-boundary value problems have garnered
significant attention across diverse disciplines such as physics, biology, ecology, chemistry, and
beyond. Among these, parabolic partial differential equations (PDEs) with nonlocal initial and/or
boundary conditions have emerged as powerful tools for modeling a wide array of phenomena.
These include, but are not limited to, heat conduction [1], thermoelasticity [2], biotechnology [3],
electrochemistry [4], population dynamics [5], and petroleum exploration [6]. The incorporation of
nonlocal conditions into these PDEs allows for a more nuanced and realistic representation of the
complex interactions and dynamics at play within these systems.

Let Q7 = Q x I be the computational domain, where Q = (0,1)> and I = (0, T) represent the
spatial domain and the time domain, respectively, and T is a positive constant. Here, we consider the


https://www.aimspress.com/journal/Math
https://dx.doi.org/ 10.3934/math.20241352

27849

following 2D parabolic problem to find a high-accuracy numerical scheme and obtain its theoretical
error estimates:

% = dAu+ f(xy.1), (6y)€Q, 1€ (0,T], (L.1)

which is subject to the initial conditions

uli=o = 8(x,y), (x,y) €L, (1.2)

the Dirichlet boundary conditions
Ule=o = 1 (y, 1), y € (0, 1), 1€(0,T1], (1.3)
M|x=] = :uZ(y7 t), yE€ (O’ 1)’ re (O’ T]’ (14)

and the nonlocal boundary conditions

uly=o = uly=1 +p3(x,1), x€(0,1), t€(0,T], (1.5)
uyly=0 = pa(x, 1), x€(0,1), 1€ (0,T], (1.6)

where u(x,y, 1) is the unknown function, g(x,y), ui(y,t) (i = 1,2) and pu;(x,1) (j = 3,4) are known
functions, and a is a positive constant.

These two nonlocal boundary conditions (1.5) and (1.6) are often be used to describe the correlation
of a physical quantity across two parallel boundaries in a physical system, as well as the situation where
the normal derivative at the boundaries is controlled by external factors, which is commonly used to
simulate the interactions between boundaries and boundary effects in processes such as heat conduction
and fluid flow.

If the exact solution u of problems (1.1)—(1.6) satisfies certain smootheness conditions, then the
compatible condition is deduced as follows: Y(x,y) € €, the following relations hold:

8(0’)’):/110”0)’ 8(1,)’):,112()”0),
g(x, O) = g(-x, 1) + ,U3(.X, 0)’ gy(x’ 0) = ,U4(.X, O)

The analytical frameworks and numerical techniques employed in tackling parabolic problems
with nonlocal conditions have aroused the concern of many scholars. Pertaining to the crucial
aspects of convergence and stability for such problems, we acknowledge the foundational work
presented in [7-9], as well as the extensive references cited therein. Among the prevalent numerical
methodologies, finite difference methods (FDM) stand out prominently, with notable contributions
from studies such as [7,10-13]. Additionally, finite element methods (FEM) have garnered substantial
attention, exemplified by works cited in [14, 15]. Furthermore, the realm of numerical solutions
encompasses innovative approaches like Adomian expansions [16], the local coordinates method [17],
and the utilization of reproducing kernel spaces [18], each offering unique insights and advancements
in this field.

It is widely acknowledged that two-dimensional parabolic partial differential equations (PDEs),
characterized by their two spatial variables, pose significant challenges for theoretical analysis,
particularly in the realms of convergence analysis and error estimation. The dimensionality of
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these variables often complicates the mathematical treatment, necessitating innovative strategies.
One promising approach to mitigate these difficulties is the utilization of the discrete fourier
transform (DFT) method, which offers advantages in reducing the complexity of self-variables during
convergence analysis. In this study, we build upon our previous work [19, 20] by extending the
numerical schemes and integrating the DFT method on the spatial variable x for error estimation within
the context of a two-dimensional parabolic PDE subject to a nonlocal boundary condition.

However, a major obstacle arises from the complex boundary condition imposed on the spatial
variable y. This condition presents a challenge to traditional DFT methods, which are inherently
designed to preserve some boundary conditions. To overcome this limitation, we propose a
novel transformation tailored specifically to handle this periodic boundary scenario. Furthermore,
we contribute by deriving formulas for the solution derivatives and rigorously proving that these
formulas enable us to achieve optimal asymptotic error estimates in the maximum norm. This
achievement underscores the effectiveness and applicability of our proposed methodology in accurately
approximating and analyzing solutions to two-dimensional parabolic PDEs with intricate boundary
conditions.

This paper is organized as follows. In Section 2, the backward Euler difference scheme for the
solution of problems (1.1)—(1.6) is presented. Then, in Section 3, we utilize the DFT and develop
a new transformation to analyze the error estimate for the corresponding difference equation. The
superconvergence for the derivative and its theoretical results are also considered. Finally, some
numerical experiments are presented in Section 5.

2. Finite difference discretization

Now, we use the FDM to discretize problems (1.1)—(1.6). The domain @T is discretized by the
uniformly distributed grid points (x;, y;, t,), where
x;=1ih, i=0,1,---,2N, 2Nh =1,
yj=jh, j=0,1,---,2N, 2Nh =1,
t,=nt, n=0,1,--- M, Mt=T,
where 7 is time stepsize, and / is space stepsize along both x and y directions.
Define a function space by

asl+32+.§'3

C"(Qr) = { 5 € C(Qp)lsi + 53+ 53 < m}

X510yS20t%3
and its norm by

6S| +52+53 u

0x510y*20t%3

llullpeo = max {

S1+s2+853<m

}a V(X,y»t) € §T7

where m and s; (i = 1,2, 3) are given nonnegative integers.
The key to seeking a numerical solution for pro_blems (1.1)—(1.6) lies in how to discretize the
nonlocal boundary conditions (1.6). Suppose u € C*(Qy), using the Taylor formula, we have

h? h
u(x,h,t) = u(x,0,1) + huy(x,0,1) + Euyy(x, 0,1+ ﬁuyyy(x, 0,7) + O(h™). 2.1
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Using (1.1), we have
1 1
uyy(xa Oa t) = ;ut(-xa 07 t) - I/lxx(x, 0) - ;f(-x’ O’ t) (22’)
Moreover, we obtain
1 1
’/lyyy(.x, Oa t) = ;uly(x, 0’ t) - uxxy(x’ 07 t) - gfii(-xa 07 t)'
Therefore, with (1.6), we obtain

| |
tyyy (£, 0,1) = —5 (a)i (5, 1) = (Ua) (X, 1) = 5 £(x, 0,0). (2.3)

Substituting (1.6), (2.2), and (2.3) into (2.1), we have

2
u(x, h,t) = u(x,0,1) + hug(x, 1) + % (%ut(x, 0,1) — uy(x,0,1) — %f(x, O))
W1 1 4
* 3 ;(m)t(x, 1) — (Ua)ex(x, 1) = ;fy(x, 0,0))+ O(h™),
i.e.
2
u(x,0,1) = Zhiz(u(x, h,t) — u(x,0,0) + a’u(x,0,1) + 1s(x, 1) + O(h?), (2.4)

where

— 24 h )

Ha(x, 1) = f(x,0,1) - 7#4()@ 1) — 5((u4)t(x, D) — a (ua)o(x, 1) — f1(x,0,1)). (2.5)

From the derivation process described above, the discretization of (1.6) is converted to
discretizing (2.4).

Let u}; and U}, be the exact value and the approximation of u(x,y,r) at grid point (x;,y;, ),
respectively. Let /" = f(xi,ysta), 8ij = 80 ¥), W)} = pm(yjutn) (m = 1,2), (u3)} = p3(x;, 1)
and (uy)! = pa(x;, ty).

Then, (2.4) is approximated by the following difference equations:

Ul = UL 242 Ulio =205+ Ul 2(us)!
EEEE— - : :W(Uﬁl—UZO)+a2 = h2’ — + W + (a)7s
i=1,2,---,2N - 1. (2.6)

Also, we obtain the difference equations of (1.1)

n n—1 n n n n n n
Ui, - Ui (Uil 207+ UL N Ui =205+ Ujyy, 4
¢ w2 2 2
ij=1,2,---,2N—-1, n=1,2,--- , M. (2.7)
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Let “Zo be the local truncature error of (2.6). When u € C4(§T), using the Taylor formula, we can

easily deduce that

|| S Ml T +R) S THR, i=1,2,--- 2N - L

Similarly, when u € C*(Qy), it holds that

Slullyoo T+A) ST+R, i=1,2,---,2N-1, j=1,2,---,2N -1,

n
@;;

where o i is the local truncation error of (2.7).
Moreover, we obtain

<t+h, i=1,2,---,2N-1, j=0,1,--- ,2N - 1.

ot

LJ
From the above, we obtain the backward Euler difference scheme of problems (1.1)—(1.6).
i,j+1

i+1,j i,j—1

n n—1 n n n n n -
Ui,j_Ui,j _ 2 Ui—l,j_ZUi,j+U' +U.‘ _2Ui,j+U' g
T - h2 h2 ij?
Lhj=12,---,2N-1, n=1,2,--- M,
Ugj:gi,j, i,j=0,1,---,2N,
U(I)l,j:(/'ll);!’ j:O,l,...’zN, n=12---,M,
U;N,j:(/lz)y’ j:O’l’...’ZN, n:1,2,"',M,
Uly= Ul + ),  i=12,-,2N-1, n=1,2,--- , M,

Uiy~ Uiy 24° 2

a
(Ui = Uip) + ﬁ(U?—l,O —2U}y + Ul 1) + (pa);,
i=1,2,---,2N-1, n=1,2,--- ,M.

R

3. Error estimate

u = ;7 be the grid ratio. Then, the error equations of (2.92)—(2.9f) are

=it = au (el + e+ €y + €l —4el) + Tal
Lj=1,---,2N-1, n=1,2,--- | M,
¢ =0, i j=0,1,--- 2N,
¢, =0, =00, 2N, n=1,2 M,
&y, =0, j=0,1,--- 2N, n=1,2,--- , M,

EZOZEZZN, i:1,2’--.,2N—1, n:l’z’-..’M’

n
i

n n—1 _ 2 n 2 n n n n
€io— €o =2a ue;; —ey) +a e o—2e+ e o) + T,

i=1,2,---,2N-1, n=1,2,--- , M.

(2.8)

(2.92)
(2.9b)
(2.9¢)
(2.9d)
(2.9e)

(2.9¢)

Let ¢}, = u}; — U}, be the error of the approximation solution U at the grid point (x;,y;, ), and

(3.1a)
(3.1b)
(3.1c)
(3.1d)
(3.1¢)

(3.1f)

AIMS Mathematics Volume 9, Issue 10, 27848-27870.



27853

Given the complexity of the above error equations, the key to obtaining an error estimate lies in
finding transformations that separate the index variables i, j, and n.

Since the error sequence {e! } satisfies (3.1¢) and (3.1d), applying the DFT to {e! } with respect to
i, we obtain

2N-1

\/_Zekjsm(kﬂx, i,j=0,1,---,2N. (3.2)

Similarly, applying the DFT to {a} } with respect to i, we obtain

2N-1

= V2i ) @) sin(knx), i=1,2,--- 2N =1, j=0,1,--,2N - 1. (3.3)

It follows from (2.8) and (3.3) that

T+h
X j | S h%
Substituting (3.2) and (3.3) into (3.1a), we obtain

[@

, k=1,2,---,2N-1, j=0,1,--- ,2N - 1. (3.4)

2N-1

2h Z @,j —’e’k”_jl) sin (kmx;)
k=1

2N-1

= @az,u Z (’é"k j(sin (krxi—y) = 2 sin (knx;) + sin (k7 xi41))
k=1

2N-1
+(e} | — 2€, ; +€; ;) sin (kﬂxi)) + V2ht Z @ ;sin (kmx;),
k=1
ij=1,2, 2N 1. (3.5)

Utilizing the properties of the DFT and (3.5), we obtain

krh
/] -1 _ 2 [=n s 2 /] /) —~n
€~ € =aH (ek,j_1 - (2 + 4 sin =N €t € | T

j=1,2,--- ,2N — 1. (3.6)

Similarly, substituting (3.2) and (3.3) into (3.1f), we have

krh_
- -1 _ 2 - 2 . 2 “n
€0~ €y = 2a u(ey, — € ) —4a"usin 5 ko + 7). (3.7)

Substituting (3.2) into (3.1b) and (3.1e), we deduce that

/é(/z’j:()’ jzoal""aZN, (38)
and
’é\z,o = EZ,ZN' 3.9
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Given that the sequence {?Z’j} adheres to the condition specified in (3.9), the conventional DFT is
found to be inadequate for our analytical needs. In pursuit of a suitable tool for analysis, we aspire for a
novel transformation that not only fulfills the criteria outlined in (3.9) but also possesses the property of
invertibility. Drawing inspiration from the formulation of the DFT, we introduce a fresh transformation
tailored specifically for the sequence {’e‘"k’j} with respect to j in the following way, aiming to address the

aforementioned limitations and meet our analytical needs.

2N-1
@= Y BT, j=0.1, 2N -1,
=0

where

Tiy) = cos 2lny), [=0,1,---,N,
P ysin@iry), =N+ 1LN+2,--- 2N 1.

It is straightforward to verify Lemma 3.1.
Lemma 3.1. The sequence {T\(y;)} has the following properties.
1, [=0,1,---,N,
0, I=N+1,N+2,---,2N - 1.
(cos 2inh) — )Ti(yo), 1=0,1,---,N,
2) T -T =
(2) 1o =00 = ) G ey, [=N+1,N+2,--- ,2N—1.
(3) Forany0 <[, j<2N -1,

Ti(yj-1) = 2T)(y;) + Ti(yjs1)
{2(005 Qirth) — DT (y)), [=0,1,-- N,

(1) Ti(yo) = {

2(cos 2Inh) — DT (y;) + 2hTon_(y;) sin 2Ixh), =N+ 1,N+2,---

cos (2lmy;), [=0,1,---,N,

4) T -j) =
(4) Ti(yan-)) {(yj_l)sin(zlﬂ'yj), I=N+1,N+2,--- ,2N - 1.

For the sake of simplicity in the subsequent analysis, we introduce

cos 2Irny), 1=0,1,---,N,
Pi(y) =1 .

sin(2lry), I=N+1,N+2,--- 2N -1,
and consider the orthogonality relation of the polynomials P;(y;) and P(y;).
Lemma 3.2. Given thati, j=0,---,N, we have the following identity:

N N i=

_ e i=
Z oP(y)P(y) =97 7
‘= 0, [ # J,

where

1 1=0,N,
0'1:{2

1, otherwise.

(3.10)

(3.11)

,2N — 1.

(3.12)

(3.13)

(3.14)

AIMS Mathematics Volume 9, Issue 10, 27848-27870.



27855

Proof. Using (3.14) and (3.12), and noticing 2Nh = 1 and y; = ih, we have

N N-1
1
2, TPOIP) = 3 POIPIO) + 5 D POIPY))
1=0 I=1 I=0.N
N-1 1
= cos (2lmy;) cos 2Umy;) + 5(1 + cos (2Nmy;) cos (2Nmy;))
=1
15 15 1+ (=1)*
= 5 CcoS (217Tyi+j) + 5 Z COS (Zlﬂyi_j) + % (315)
= I=1

For 0 < m < 2N, we have

N-1

N-1
2 Z cos 2lny,,) = Z(cos 2(I = Dmy,,) + cos (L + )ny,,)) — 1 + cos (2(N — Dmy,,)
I=1

=1
+ cos (2my,,) — cos (2Nny,,)
N-1
= 2cos (2my,) Z cos (2Urwy,) + (1 + (=1)")(cos 2ny,,) — 1),
=1
ie.,

N-1

2(1 — cos 2Iny,,)) Z cos lny,,) = (1 + (=1)")(cos 2my,,) — 1).
I=1

If cos 2Iny,,) # 1, then

N-1
cos 2lny,,) = —
I=1

I+ (1"

5 (3.16)

Now we focus on the case i # j. Since 0 < i, j < N, it follows that 0 < y;;; < 1T and 0 < |y[-_j| < 1.
Furthermore, when / ranges from 1 to N1, we observe that cos (2iry,_;) # 1 and cos (2imy;, ;) # 1.
Thus, with (3.16), and observing the same parity of i + j and i — j, we obtain

N-1 N-1 S
1+ (=)
Z cos (2lnyisj) = Z cos (2lmy;_;) = _%.

=1 =1

Substituting the above equality into (3.15), we deduce that

N
D PGP =0, i # J. (3.17)
1=0
In the next, we consider the case i = j. Noting that when 1 </ < N — 1, cos (2Imy,;) is equal to 1
only ini = 0 and i = N. Therefore, by utilizing (3.16), we obtain

cos (2lmy,;) = 3.18
> cos (2Umy) Nl icow (3.18)

=1

it {—1, i=1,2,--- ,N—1,
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Substituting (3.18) into (3.15), we deduce that

N o i=1,2,---,N—-1,

N
o PPy =14 2
zZo: 1Py Pi(yj) {N, i=O.N.

Furthermore, with (3.14), (3.17), and (3.19), we arrive at the conclusion stated in (3.13).

Similar to Lemma 3.2, we can derive the subsequent lemma as well.

Lemma 3.3. Given thati,j=N+1,--- ,2N — 1, we have the following identity

[I=N+1 [ # ]

2N-1 N . .
5 L=
Z Piy)Pi(y;) = {O

Therefore, we can conclude the following lemma.

Lemma 3.4. Suppose

2N-1
a; = Zap,(y,.), i=N+1,N+2,--- 2N - 1.
[I=N+1

Then

2N-1
2
a) = N
i=N+1

Proof. Using (3.21), (3.12), and Lemma 3.3, we obtain

2N-1 2N-1 2N-1
DL aP) = ) > GuPi)PaG)
i=N+1 i=N+1 m=N+1
2N-1 2N-1
= > @ D PGDPW)
m=N+1 i=N+1
N__
= —aq.
D) l

The proof is finished.
Similar to Lemma 3.4, we obtain

Lemma 3.5. Suppose

N
a; = Zap,(yi), i=0.1,---.N.
=0
Then

— 20'[ a
al_ W;O-iaipl(.yi)’ 1_0717”' aN'

Z a:P(y), I=N+1,N+2,--- ,2N 1.

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)
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Based on Lemmas 3.4 and 3.5, we obtain the invertible transformation of (3.25).

Lemma 3.6. Suppose

2N-1

G = ) aly), j=0,1,---,2N-1.
1=0

Then,
20, N —
5 2 o (1 =yja; +ij?lZN_j)COS(217Tyj), [=0,1,---,N,
a=]
%ZO@j_EZN—j)SiH(zlﬂ'yj), I=N+1,N+2,--- ,2N—1,
J:
where

{%, j=0,N,
O'j:

1, otherwise.

Proof. Using (3.25), (3.12), and Lemma 3.1, we have

N IN-1
N-j = ZEIPl(yj) +@;— 1 Z aiP(y)),
=0 I=N+1
and
N IN-1
?Z\j = ZE,P,(yj) +yj Z ElPl(yj).
=0 I=N+1

From the two equalities above, it follows that

N
(1 —yja;+yjan-; = ZEsz(yj)

=0
and
IN-1
aj—anN-j = Z alPi(y)).
I=N+1

Moreover, using Lemmas 3.5 and 3.4, we arrive at the conclusion stated in (3.26).

(3.25)

(3.26)

(3.27)

O

Similar to (3.10), we use the same transformation to {Zf’,jj} with respect to j in the following way:

2N-1
@, = Z @ Ti(yy), j=0,1,---,2N - 1.
=0

(3.28)
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Using (3.4), (3.27), and Lemma 3.6, and noting that0 < y; <1 (j=0,1,---,2N), we can deduce

T+ h
a,|
kIl ~ 1 ’
h

[=0,1,---,2N - 1. (3.29)

2

Substituting (3.10) and (3.28) into (3.6), we obtain

2N-1 2N-1

Z @, -2y = d Z & (Ti(yj1) — 2+ 4sin? _)m,) + Ti(yja1)

2N-1
7Y W), j=1,2 2N -1, (3.30)

Using Lemma 3.1, (3.30) can be rewritten as

2N-1 2N-1 kth
Z @, - "T(y;) = a’u ( Z (2(cos (2Ih) — 1) — 4 sin® 7)'é”k,,Tz(y 7
=0

=0

2N-1 2N-1
+2h Y @ Ton-(y))sin (217rh)] +7 Y @0,

I=N+1 =0
j=12,--- 2N - 1.
2N-1
Let/:=2N—-1lin } ek Ton-i(y;) sin (2Irch), the above equalities have the following form:
I=N+1

2N-1 2N-1 krth
Z @, - "T(y)) = —2a’u [2 Z (sin2 (Imh) + sin® T)EQ,ITz(y i)
=0 =0
2N-1

N-1
+h )Ty Tily;) sin (ZIﬂh)) +7 Y @I,
=1 =0

Substitute (3.10) into (3.7), then
2N-1 2N-1 2N-

Z(‘;o O Tiv0) = 2a%u Z T ~ Ty — dapusin® 2 Z Ti(50)
=0

2N-1

+T Z &ZJTI(_YO)-
=0

Moreover, using Lemma 3.1, we obtain

2N-1

Z (o = €0 )Ti(vo)
=0

2N-1 N—-1
krth
= —2a’u (2 ; (sin2 (Inh) + sin® %)?k{,n(yo) +h ;EZ’ZN_ITZ(YO) sin (2imh)
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2N-1

+7 ) @ Ti(y0).
=0

Through comparing with the above equality and (3.31), we find that (3.31) also holds for j = O.
Therefore,

2N-1 2N-1 kﬂ'h
Z @, - "Tiy)) = —2a°u [2 Z (sm2 (Ixh) + sin’ 7)“e7,§JTl(y D)
=0 =0
2N-1

N-1
+h )" @y Tily))sin (2hrh)) +7 Y @I,
=1 =0
j=0,1,--- 2N - 1. (3.32)

Using Lemma 3.6 to perform an invertible transformation on (3.32), we obtain

EZ,I _?151 =
—4a ,u(sm (Inh) + sin® "”h)ekl 2d’uhe},y_,sin 2rh) + 7y, 1=1,2,--- ,N -1, (3.33)
—4aPy (sin’ (Ieh) + sin® 2@+ 7@, [=0,N,N+1,--- 2N - 1. '
Let
! (3.34)
Wy = . .
1+ 4y (sin® (Irh) + sin® 422
Obviously,
0 << 1. (3.35)
Using (3.34), (3.33) can be rewritten as
_ wkﬁ’;;l - 2a2uha)k,l?; sy SInQUmh) + Twiay,, 1=1,2,--- N -1, (3.36)
e, = ’ : : )
O ot + o, [=0,N,N+1,---,2N - 1.
Substituting (3.10) into (3.8), and using Lemma 3.6, we can easily deduce that
e,;=0,1=0,1,--- ,2N - 1. (3.37)
Using (3.36) and (3.37), we obtain the following recursive formula for {?Z 1}:
731/:1 =
—2a*uh sin (2lmh) Z (wr )" ’"“ekzN [t T Z (wr)"™ ’"“akl, [=1,2,--- ,N-1,
m=1 (3.38)
T Z (wk,z)”"”“b?fl, [=0,NN+1,---,2N - 1.
m=1 ’
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In order to estimate { } we first prove the following estimation

[=0,1,---,N

Z(w )< T & s Ll N, 339)
v =N+ LN+2-- 2N - L

In fact, from (3.34) and (3.35), we can derive that

n
Z ()] wig — (W)™
Wi1) =—

m=1

1 - a)k,l

I = (wi)"
u(sin® (Ih) + sin
1
<
u(sin® (Ih) + sin

2 knh
)

(3.40)

2 knhy®
)

For 0 <[ < N,we have Irh € [0, %]. Observe that % €(0,%2) (1 <k <2N - 1). Therefore, (3.40)
can be rewritten as

n—-m+1 1 1
Z(‘”" ) HPGE TR S T A1) 41

For N <1< 2N -1, from 2Nh = 1 and 0 < 2N - D)h < 5, we have

sin (Inh) = sin (2(2N — l)nh) > 2(2N - Dh.

Moreover, (3.40) can be written as

n—-m+1 1 1
Z(“’" 2 Lh2(42N = 12 + k2) S (2N =12 + k2)’ (3.42)

Therefore, combining (3.41) with (3.42), (3.39) holds.
Now, we give the estimation of {'EZJ} in three cases.

Casel. N<I[<2N -1
With (3.38), (3.35), (3.29), and (3.39), we have

n
n—-m+1 |—=n
rEZ,l| <T § (wk,l) |a’k,1

T(T + hz) ym
m=1

T+ h?
TSN = D2+ k)

2/\

(3.43)

Case2. 1 <[/<N-1
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Using (3.43), we obtain
T+h
€Nl S T/ (3.44)
a1 WA (P + k)
From the above inequality, and using (3.38), (3.35), (3.39), (3.29), and u = 5, we obtain

|"e'7€,l| < 2a*uh sin (21rh) Z(wk,l)"_”’” |'E,ff2N_,| +71 Z(wk,l)"_m” |ngfl|
m=1

T+ h? T(T + hz)
< | wh sin 21rh) - ) ()™
Q‘ e ;;

T+h sin (I7h)
< — > 5 +1
hz (2 + k2) \W(* + k)

T+ h?

S —. (3.45)
hi(P + k2)
Case3. /=0
Observing that wy o = W, similar to deduce (3.43), we obtain
A s’ 5
T+h” h?
@l < (3.46)

k2h2
From (3.10), (3.43), (3.45), and (3.46), and noticing that 7(y;) is bounded forany 0 < [, j < 2N -1,
we have

2N-1

%HZWWMH
2N-1

T+ h?
& k2h? W Zlz+k2 Z(2N 1?2 + k2

< 3.47
hr SP+R G47)
Furthermore, from (3.2), we obtain
2N-1
e?,j = @ @Jl
k=1
2N21 Ny
< (T +h?)
k=1 =0 2+ k2
N N
< (t+ 1) (3 — +
k=1 k2 k=2 1=2 2+ k2
2N 2N 1
< (T +h?) (3.48)
k=2 1=2 P+ k2
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Since ﬁ is increasing monotonically with respect to variables x and y for x,y > 0, respectively, it
follows that

2N 2N 2N 2N

1 1
=K ——
kzz; ; P>+ k? ; ; (lh)?> + (kh)?
1
] e
Qp
: V2
< f i deo f ﬂ
0 ho T
T
< > lIn A, (3.49)

where Q;, = [h, 1] X [h, 1].
Using (3.49) and (3.48), and noticing (3.1c)—(3.1e), we can obtain the following error estimation
theorem.

Theorem 3.1. Suppose u € C*(Qy). For any postive integer 1 < n < M, the following estimates
for (2.92)—(2.9f)

<@ +M)|nhl, i,j=0,1,---,2N.

€
hold.

4. Superconvergence anaylysis

In this section, we present the approximation formulas for the partial derivatives of u with respect
to two spatial variables, which exhibit superconvergence under certain smooth conditions.

Let U, and U, be the approximation functions for the partial derivatives u, and u,, respectively. For
any 1, (1 < n < M), we introduce the following approximation formulas for u, and u, at the grid point
(xi, yj» tn), TESpectively:

n _Jn
Uiy = Ul

> , 1<i<2N-1, 0<j<2N, 4.1)

Ux(xia Y tn) =

and
n _Jn
Ui, j+1 Ui, -1

2h

Before exploring the superconvergence of (4.1) and (4.2), we first present the following lemma.

Uy(Xis s 1) = , 0<i<2N, 1<j<2N-1. (4.2)

Lemma 4.1. Suppose that the function p(x) € C'[0, 1] satisfies

max {[p(x)], [p’(X)l} < M, (4.3)
xe[0,1]
where M is a positive constant. If
2N-1
= V2h ) pisin(imx), i=1,2,-++ 2N -1, (4.4)
i=1
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then

Mn 1

— S 1

kh>  kh>

Proof. Let 6, = % Obviously, 6, € (0, 5). We can easily verify the following equality:
2N-1

Z (Piet = 2pi + pis1) sin (inx)
i=1

7i] < . (4.5)

2N-1
= Z pi(sin ((i + 1)mxy) — 2 sin (imxy) + sin (( — 1)7xy))
i=1
+ po sin (rxy) + pay sin (2N — 1)mxy)
2N-1
= —45sin* 6, Z pisin (inx) + (po + (=1 pay) sin (26)). (4.6)
i=1
Noting that
2N-1

Z (pi = pi-1) sin (imx.)
i=1
2N-1 .

= Z ( fx' P’ (x) sin (knx)dx + f K p’(x)(sin (knrx;) — sin (knx))dx)
i=1 Xi-1 Xie1

2N-1

X2N-1 X . o
— f p’(x) sin knxdx + 2 Z f p’(x) cos k(i + X) sin har(xi = %) dx, 4.7)
0 i1 ol

2 2
the following equality is also verified:

2N-1

> (it = po)sin (imxy)
i=1

2N-1

it k iv1 T X k ir1 —
> f J(x)ycos T + D) KA m0) (4.8)
i=1 Xi

1
= ! in (krx)dx + 2
fxlp(x)sm( X)dx + > >

Subtracting (4.7) from (4.8), we have

2N-1

1 X1
Z (pic1 — 2pi + pis1) sin (inx;) = f p’(x) sin (knx)dx — f P’ (x) sin (knx)dx

i=1 X2N-1 0

1
kn(1 kr(l —
+ 2f p’(x)cos 7+ 0 sin 7 x)dx
X2N-1 2 2

i k k -
-2 f p’(x)cos ﬂ(x12+ ») sin 7r(x12 x)dx.
0

Thus, using (4.3), we obtain

D (pict = 2pi + piwr) sin (irx)| < 6Mh. (4.9)
i=1
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Using (4.6), (4.3), and (4.9), and noting 6, € (0, 5), we obtain

2N-1

Z pi sin (imxy)
i=1

2N-1
1 . )
= [ D (P = 291+ pra)sin (i) = (po + (=1 pa) sin (260
k] i=1
< 3Mh + 2M sin 6,
B 2 sin® 6,
Mn
< —.
kh
Therefore, the lemma is proved with (4.4). O

Next, we study the superconvergence of (4.1).

Theorem 4.1. Suppose u € C3(Qy). Then, for any integer 1 <n < M,

U(Xisyjs tn) — (X ¥ t)| S (@ + B |Inh), i=1,2,--- 2N —1,j=0,1,--- ,2N. (4.10)

Proof. From (4.1) and u € C5(Q;), we obtain

n _n
€ir1,j ~ Cim1,j

2
T + O(h”).

Ux(xi’ y]9 tn) = ux(-xi’ y], tn) +
Thus, in order to prove this theorem, it suffices to prove the following inequality, i.e., for any given
integer 1 <n <M,
e;l+1,j - e?—l,j

T <@ +h)|nhl,i=1,2,---,2N-1,j=0,1,---,2N. 4.11)

From (3.2) and (3.10), we have

2N-1

2 —- .
= e ;sin (kmh) cos (krx;)
V2h kz; '

n _n
€iv1,j T Ci-l,j

2h

2N-12N-1
2

= — e, Ti(y)) sin (krh) cos (krx;). (4.12)
V2h kz; =

Since u € CS(QT), using Lemma 4.1, (2.8), and (3.3), we obtain

+h?
@ | < Tkhl . (4.13)
2
Correspondingly, (3.29) is written as
T+ 0
ay | < . 4.14
l T (4.14)
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For this, by modifying (3.43), (3.45), and (3.46), we obtain

—pe 0<I<N,
o | < { 2R (4.15)
i o O N+1<I<2N-1.

khf((ZN—l)2+k2)

Using (4.12) and (4.15), and given |T;(y)| < 1 for y € [0, 1], we obtain
2N-1 2N-1
< h? Z Z 2]
. 2N_] N-1 2N-1
<@+ kZ‘ [Z e Z QN - 1)2+k2

2N 2N

< (T+h2)zz T (4.16)

k=2 =2

From this, using (3.49), we prove (4.11). Therefore, (4.10) holds. O

el+1j tl/

In the following, we discuss the superconvergence properties of (4.2).

Theorem 4.2. Suppose u € C3(Qy). Then, for any integer 1 < n < M,

<SG +m)Inh, i=0,1,--- ,2N,j=1,2,--- ,2N — 1, (4.17)

|Uy(xi7yj, tn) — Uy (Xiy Y s In)
hold.
Proof. From (4.2) and u € C3(Q;), we obtain
€ jr1 €t
2h

From (4.18), in order to prove this theorem, we only need to prove that for any integer 1 < n < M,

Ux(-xi7 y], ll’l) = ux(xia yj’ tn) + + O(hz) (418)

n _n
€ij+1 " €ij1

> <@ +h)In*h, i=0,1,--- ,2N,j=1,2,--- ,2N — 1. (4.19)

Using (3.2) and (3.10), and noting that To(y;+1) — To(yj-1) = 0, we find that

€ € 2 ZN_I(W .
’ — = €y .1 — € i_y)sin (kmx;)
2h m P k!./+1 k,j 1
IN—12N-
ek,l(Tl(yjﬂ) — Ti(yj-1)) sin (kmx;)
=1 1=0
2N-12N-

ek,z(Tl()’jH) — Ti(yj-1)) sin (kmx;). (4.20)
=1 =1

Using (3.11), when N <[ < 2N — 1, we have

IT10vj1) = Ti)| < 2|yj cos ()41 + y)im) sin 2Irh)| + h [sin Qlry i)

ol ol
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< Isin (2N — Drh)| + h
< (2N = Dh. (4.21)

Furthermore, we also deduce that

ITi0vj41) = Ti))| = 2[sin (01 + y))im) sin Qnh)| < 1h. (4.22)
Using (4.20), (4.15), (4.21), and (4.22), we obtain
el o~ e . 1 2N-12N-1
L] L]~
T < T ; ; e |11 = Tiyj-0)|
2 NN Ih 2N-1 IN — D
s T;l Z k(k> + 17) " Z k(k2(+ (2N)— 1)?)
=1 \I=1 I=N+1
2N-1 N i
< (T + W -
S r+k) - ; k(K2 + 1)
N ! 2N 1 2N 2N i
g@+m{ + Y —— ____)
i1 + I? kzz:l k(k* + 1) kzz;l; k(k? + 1?)
2N 2N i
S (@ +h)|Inhl+ — . 4.23
<@ )[|n | ;;k(k2+l2)) (4.23)
Upon observing
2N 2N / N 2N / A
DY) P ( . )
kz_; [Z;J k(k* + 12) ; [Z;J k(2 + 1) UK+ 1)
N 2N
DI
=2 1=2
<In’h,

by substituting this result into (4.23), we obtain

n _n
€ij1 ~ €

2h
This result confirms (4.19), thereby establishing the validity of (4.17). O

< (t+hH)In*h

5. Numerical experiments

In this section, we present two numerical examples to validate the theoretical results and investigate
the efficiency and the superconvergence properties of the numerical schemes. Our aim is to demonstrate
the practical implications of the theoretical findings and assess the performance of the proposed
methods. Let

n
i,j

b

IU - ulleo := max |U—u
l<nsM g
0<i,j<2N
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IUs = uilleo := max (U}, = (uy]
1<n<M »J »J

1<i<2N-1

0<j<2N

b

L— n n
Uy = wylle = max |(U,)7; = ()i
0<i<2N
1<j<2N-1

Example 5.1. In (1.1)—(1.6), take

a=1, T=1, flx,y0)=0, gxy =", wy1n=e",
“z(y, t) — €1+y+2t, MS(Xa t) — ex+2t(1 _ e)’ /J4(X, t) — ex+21.

The exact solution is # = e*™** which can be easily verified.

The results are reported in Tables 1-3. From Table 1, we can observe that in the cases of 7 = A and
T = h, the error ||U — u]|., is approximately of the order O(h?) and O(h), respectively. This observation
verifies the correctness of Theorem 3.1.

Furthermore, from Tables 2 and 3, it is evident that when 7 = A2, both ||U, — u,|| and Uy — uy|eo
are close to the order O(h?). On the other hand, when 7 = A, |U, — u,||. and IUy — uy|| approach the
order O(h). These findings support the theoretical expectations regarding the convergence rates of the
spatial derivatives. Therefore, the correctness of Theorems 4.1 and 4.2 is verified.

Table 1. Error with respect to u in 7 = h and 7 = h? for Example 5.1.

" T=h T=h
U — ul| ratio U — ul| ratio
1/32  4.4377e-003 - 1.2941e-001 -

1/64  1.1104e-003 4.00 6.5173e-002 1.99
1/128 2.7768e-004 4.00 3.2701e-002 1.99
1/256  6.9427e-005 4.00 1.6379e-002 2.00

Table 2. Error of u, and u, in 7 = h? for Example 5.1.

h T WUy —uyllo ratio ||Uy—uyll ratio
1/32 132> 1.7481e-002 - 7.0681e-003 -
1/64  1/64> 4.4901e-003 3.89 1.8960e-003 3.73
1/128 1/128> 1.1379e-003 3.95 5.0110e-004 3.78
1/256 1/256> 2.8640e-004 3.97 1.3025e-004 3.85

Table 3. Error of u, and u, in T = h for Example 5.1.

h T WU, - ullo ratio ||Uy,—uyls ratio
1/32  1/32  6.1798e-001 - 1.7722e-001 -
1/64  1/64 3.3247e¢-001 1.86 1.0037e-001 1.77
1/128 1/128 1.7242e-001 1.93 5.3329e-002 1.88
1/256 1/256 8.7795e-002 1.96 2.7478e-002 1.94
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Example 5.2. In problems (1.1)—(1.6), take

a=1,T=1, f(xy,0=0, gxy =1+ye", w1 =~1+ye,
o, t) = (1 +y)e'™, wsx, 1) = -, p(x, 1) =™,
It is easily verified that its exact solution is u = (1 + y)e**’.

Numerical results for Example 5.2 are reported in Tables 4—-6. These results verify the correctness
of Theorems 3.1, 4.1 and 4.2 again.

Table 4. Error with respect to u in T = h and 7 = h? for Example 5.2.

h T=hH T=h
|U-u|, ratio ||U-u|,  ratio
1/32  4.2726e-004 - 1.1677¢-002 -
1/64 1.1104e-003 4.00 5.8545e-003 1.99
1/128 1.0692e-004 4.00 2.9303e-003 2.00
1/256  6.6840e-006 4.00 1.4660e-003 2.00

Table 5. Error of u, and u, in 7 = h? for Example 5.2.

h T WUy —uyllo ratio ||Uy—uyll ratio
132 1/32* 2.2208e-003 - 3.8223e-004 -
1/64  1/64%> 5.6284e-004 3.95 1.0418e-004 3.67
1/128 1/128> 1.4169e-004 3.97 2.7176e-005 3.83
1/256 1/256> 3.5544e-005 3.99 6.9401e-006 3.92

Table 6. Error of u, and u, in T = h for Example 5.2.

h T WU, —ullo ratio ||Uy—uyll ratio
1/32  1/32  5.1907e-002 - 1.0436e-002 -
1/64  1/64 2.7983e-002 1.85 5.7010e-003 1.83
1/128 1/128 1.4518e-002 1.93 2.9780e-003 1.91
1/256 1/256 7.3924e-003 196 1.5219e-003 1.96

6. Conclusions

This work focuses on a heat conduction problem with nonlocal boundary conditions. We develop
an implicit Euler scheme and demonstrate that it achieves asymptotic optimal order with the DFT.
Furthermore, we introduce two approximation formulas that exhibit superapproximation for first-
order partial derivatives along the x and y directions of the exact solution, respectively. In the
future, we plan to extend this work to other difference schemes for parabolic problems with nonlocal
boundary conditions, such as the explicit Euler scheme, the Crank-Nicolson scheme, and other
schemes. Additionally, we aim to consider heat conduction problems with different nonlocal boundary
conditions.

AIMS Mathematics Volume 9, Issue 10, 27848-27870.



27869

Author contributions

All multi-authored papers should include an Author contributions section to describe each author’s
specify contributions using the relevant CRediT roles. Please refer to the CRediT taxonomy for more
information.

Acknowledgments

This work is partially supported by the National Natural Science Foundation of China
(No0.12101224), the Hunan Provincial Natural Science Foundation of China (No. 2022JJ30271,
2024JJ7203) and the Key Project of Hunan Provincial Education Department of China (No. 23A0577).

Conflict of interest

The authors declare no conflicts of interest.

References

1. J. Martn-Vaquero, J. Vigo-Aguiar, On the numerical solution of the heat conduction
equations subject to nonlocal conditions, Appl. Numer. Math., 59 (2009), 2507-2514.
https://doi.org/10.1016/j.apnum.2009.05.007

2. M. Sapagovas, Z. Joksiene, On the stability of finite-difference schemes for parabolic equations
subject to integral conditions with applications to thermoelasticity, Comput. Meth. Appl. Mat., 8
(2008), 362-373. https://doi.org/10.2478/cmam-2008-0026

3. F. Ivanauskas, V. Laurinavicius, M. Sapagovas, Anatolij Neciporenko, Reactiondiffusion equation
with nonlocal boundary condition subject to pid-controlled bioreactor, Nolinear Anal.-Model., 22
(2017), 261-272. https://doi.org/10.15388/NA.2017.2.8

4. Y. S. Choi, K. Chan, A parabolic equation with nonlocal boundary conditions arising
from electrochemistry, Nonlinear Anal., 18 (1992),317-331. hittps://doi.org/10.1016/0362-
546X(92)90148-8

5. J. Furter, M. Grinfeld, Local vs. non-local interactions in population dynamics, J. Math. Biology,
27 (1989), 65-80. https://doi.org/10.1007/BF00276081

6. T. Li, A class of non-local boundary value problems for partial differential equations
and its applications in numerical analysis, J. Comput. Appl. Math., 28 (1989), 49-62.
https://doi.org/10.1016/0377-0427(89)90320-8

7. Y. Lin, Analytical and numerical solutions f or a class of nonlocal nonlinear asymptotic behavior
of solutions of reaction-diffusion equations with nonlocal boundary conditions, J. Comput. Appl.
Math., 88 (1998), 225-238. https://doi.org/10.1016/s0377-0427(97)00215-x

8. C. V. Pao, Asymptotic behavior of solutions of reaction-diffusion equations with nonlocal
boundary conditions, J. Comput. Appl Math., 88 (1998), 225-238. https://doi.org/10.1016/S0377-
0427(97)00215-X

AIMS Mathematics Volume 9, Issue 10, 27848-27870.


https://credit.niso.org/
https://dx.doi.org/https://doi.org/10.1016/j.apnum.2009.05.007
https://dx.doi.org/https://doi.org/10.2478/cmam-2008-0026
https://dx.doi.org/https://doi.org/10.15388/NA.2017.2.8
https://dx.doi.org/https://doi.org/10.1016/0362-546X(92)90148-8
https://dx.doi.org/https://doi.org/10.1016/0362-546X(92)90148-8
https://dx.doi.org/https://doi.org/10.1007/BF00276081
https://dx.doi.org/https://doi.org/10.1016/0377-0427(89)90320-8
https://dx.doi.org/https://doi.org/10.1016/s0377-0427(97)00215-x
https://dx.doi.org/https://doi.org/10.1016/S0377-0427(97)00215-X
https://dx.doi.org/https://doi.org/10.1016/S0377-0427(97)00215-X

27870

0.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

%E% AIMS Press terms of the

==

G. Avalishvili, M. Avalishvili, B. Miara, Nonclassical problems with nonlocal initial
conditions for second-order evolution equations, Asymptot. Anal., 76 (2012), 171-192.
https://doi.org/10.3233/asy-2011-1065

J. Martin-Vaquero, A. Queiruga-Dios, A. H. Encinas, Numerical algorithms for diffusion-
reaction problems with non-classical conditions, Appl. Math. Comput., 218 (2012), 5487-5495.
https://doi.org/10.1016/j.amc.2011.11.037

J. Martn-Vaquero, S. Sajaviius, The two-level finite difference schemes for the heat
equation with nonlocal initial condition, Appl. Math. Comput., 342 (2019), 166-177.
https://doi.org/10.1016/j.amc.2018.09.025

Y. Lin, Finite difference solutions for parabolic equations with the time weighting initial conditions,
Appl. Math. Comput., 65 (1994), 49-61. https://doi.org/10.1016/0096-3003(94)90165-1

R. Ciupaila, M. Sapagovas, K. Pupalaig, M-matrices and convergence of finite difference scheme
for parabolic equation with integral boundary condition, Math. Model. Anal., 25 (2020), 167-183.
https://doi.org/10.3846/mma.2020.8023

D. E. Jackson, FError estimates for the semidiscrete finite element approximation of
linear nonlocal parabolic equations, J. Appl. Math. Stoch. Anal., 5§ (1992), 19-27.
https://doi.org/10.1155/s1048953392000029

D. E. Jackson, Iterative finite element approximations of solutions to parabolic
equations with nonlocal conditions, Nonlinear Anal.-Theor., 50 (2002), 433-454.
https://doi.org/10.1007/bf0027608 1

L. Bougoffa, R. C. Rach, Solving nonlocal initial-boundary value problems for linear and nonlinear
parabolic and hyperbolic partial differential equations by the adomian decomposition method, App!.
Math. Comput., 225 (2013), 50-61. https://doi.org/10.1016/j.amc.2013.09.011

M. Tadi, M. Radenkovic, A numerical method for 1-d parabolic equation with nonlocal boundary
conditions, Int. J. Comput. Math., 2014 (2014), 1-9. https://doi.org/10.1155/2014/923693

Y. Lin, Y. Zhou, Solving the reaction-diffusion equations with nonlocal boundary conditions
based on reproducing kernel space, Numer. Meth. Part. D. E., 25 (2009), 1468-1481.
https://doi.org/10.1002/num.20409

S. Shu, L. Zhou, H. Yu, Error estimate and superconvergence of a high-accuracy difference scheme
for solving parabolic equations with an integral two-space-variables condition, Adv. Appl. Math.
Mech., 10 (2018), 362-389. https://doi.org/10.4208/aamm.0A-2017-0067

S. Shu, L. Zhou, H. Yu, Error estimates and superconvergence of a high-accuracy difference scheme
for a parabolic inverse problem with unknown boundary conditions, Numer. Math.-Theory Me., 12
(2019), 1119-1140. https://doi.org/10.4208/nmtma.OA-2018-0019

©2024 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0)

AIMS Mathematics Volume 9, Issue 10, 27848-27870.


https://dx.doi.org/https://doi.org/10.3233/asy-2011-1065
https://dx.doi.org/https://doi.org/10.1016/j.amc.2011.11.037
https://dx.doi.org/https://doi.org/10.1016/j.amc.2018.09.025
https://dx.doi.org/https://doi.org/10.1016/0096-3003(94)90165-1
https://dx.doi.org/https://doi.org/10.3846/mma.2020.8023
https://dx.doi.org/https://doi.org/10.1155/s1048953392000029
https://dx.doi.org/https://doi.org/10.1007/bf00276081
https://dx.doi.org/https://doi.org/10.1016/j.amc.2013.09.011
https://dx.doi.org/https://doi.org/10.1155/2014/923693
https://dx.doi.org/https://doi.org/10.1002/num.20409
https://dx.doi.org/https://doi.org/10.4208/aamm.OA-2017-0067
https://dx.doi.org/https://doi.org/10.4208/nmtma.OA-2018-0019
https://creativecommons.org/licenses/by/4.0

	Introduction
	Finite difference discretization
	Error estimate
	Superconvergence anaylysis
	Numerical experiments
	Conclusions

