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1. Introduction

Singular systems are also called differential-algebraic systems and can be employed to model
many practical systems, such as economical systems [1], electrical circuits [2], and engineering
systems [2]. It is worth pointing out that a singular system may have a unique solution, multiple
solutions, or no solutions. In addition, impulse phenomenon may exist in singular systems. Hence,
for a singular system, we often need to check if it is regular and impulse-free. During the past
several decades, extensive attention has been given to this class of systems, and many results have
been presented [3–7].

It is known that a system is called a time delay system if it contains the delayed version of the
state. Time delay systems have been studied extensively [5–8]. Neutral systems are special time delay
systems because a neutral system often contains not only the delayed version of the state, but also the
delayed version of the derivative of the state. Due to this special characteristic, neutral systems are
very important in modeling many practical systems, such as lossless transmission lines [9], chemical
processes [10], population dynamics [11], and partial element equivalent circuits [12]. In the past
several decades, much attention has been paid to neutral systems [13–16].
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Many practical systems, like robot operating systems [17] and network communication
systems [18], often work in a short time. For systems that work in a short time, the finite-time stability
problem is very important. A system is said to be finite-time stable if, given a bound on the initial
condition, the norm of its state vector does not exceed a certain threshold during a specified time
interval [19]. The finite-time stability problem has been one of the research focuses in the past several
decades, and many results have been proposed [20–24].

There are many papers that have considered singular neutral systems. The stability of singular
neutral systems with constant delays was investigated in [25,26], while the stability of singular neutral
systems with time-varying delay was considered in [27]. References [28] and [29] paid attention
to the robust stabilization and the PD feedback H∞ controller design for uncertain singular neutral
systems, respectively. The stabilization of neutral singular Markovian jump systems was studied
in [30–32]. References [33] and [34] studied the exponential stability and the asynchronous H∞
controller design for neutral singular Markovian jump systems, respectively. However, the finite-time
stability of singular neutral systems was not investigated in [25–34].

There are also many papers that investigated the finite-time stability problem of singular systems.
The finite-time stability of singular systems with time delay was investigated in [35,36]. The authors
of [37] studied the finite-time stability of singular nonlinear switched time delay systems by using
a singular value decomposition approach. The finite-time stability of singular systems with time-
varying delay was considered in [38,39]. References [40–42] paid attention to the finite-time stability
of singular Markovian jump systems. However, none of the systems considered in [35–42] involve the
delayed version of the derivative of its state.

It is worth pointing out that references [25–42] did not study the finite-time stability problem of
singular neutral systems. Compared with the finite-time stability problem of singular systems, the
finite-time stability problem of singular neutral systems is more complicated. One of the reasons is
that we need to deal with the derivative of the state.

To the best of our knowledge, few results in the existing literature have dealt with the finite-time
stability problem of singular neutral systems. This paper studies the finite-time stability problem
for a class of singular neutral systems with time delay. By utilizing the Lyapunov-Krasovskii
function approach, some sufficient conditions are proposed to ensure that the considered systems are
regular, impulse-free, and finite-time stable. Three numerical examples are presented to illustrate the
effectiveness of the proposed methods. The main contributions of this paper can be summarized as
follows.

(i) References [25–42] did not study the finite-time stability problem of singular neutral systems.
To the best of our knowledge, few results in the existing literature dealt with this problem for singular
neutral systems. This paper investigates this problem for singular neutral systems.

(ii) An equivalent form of the considered system is well utilized in this paper (see Remark 3.3 for
more information). A good sufficient condition ensuring that the considered system is finite-time stable
is presented.

(iii) In this paper, the regular neutral system theory is also used to study the finite-time stability
problem of the considered system. The sufficient condition obtained by using the regular neutral system
theory is sometimes better. In addition, few papers in the existing literature have employed regular
neutral system theory to study the asymptotic stability of singular neutral systems. This paper presents
an improved result on the asymptotic stability of a class of singular neutral systems.
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Notations: C denotes the set of all complex numbers. The n-dimensional Euclidean space and the
set of all m × n real matrices are denoted by Rn and Rm×n, respectively. I represents the identity matrix
with appropriate dimensions, while In denotes the n × n identity matrix. In a symmetric matrix, the
symbol ''∗'' represents the symmetric element. Ξ(a) denotes the largest integer smaller than scalar a.
‖ ·‖means the spectral norm of a matrix. We use det(·), λmin(·), and λmax(·) to represent the determinant,
the smallest eigenvalue, and the largest eigenvalue of a matrix, respectively. For matrix A, AT stands
for the transpose of matrix A, A > 0 denotes that A is positive definite, and A ≥ 0 means that A is
semi-positive definite.

2. Preliminaries

In this paper, we study the following singular neutral system with time delay:{
Eż(t) −Cż(t − η) = Az(t) + Dz(t − η),
z(s) = φ(s), s ∈ [−η, 0].

(2.1)

In system (2.1), E is a known real singular matrix, and satisfies 0 < rank(E) = $ < n. C, A, and
D are known real matrices. In addition, E, C, A, and D belong to Rn×n. z(t) ∈ Rn represents the state
vector of the system. The vector φ(s) (s ∈ [−η, 0]) represents the initial condition of the system and we
suppose that φ̇(s) (s ∈ [−η, 0]) is continuous. η > 0 denotes the time delay and is a given scalar.

When C = 0, system (2.1) reduces to the following singular system:{
Eż(t) = Az(t) + Dz(t − η),
z(s) = φ(s), s ∈ [−η, 0].

(2.2)

In the following, we will give some definitions which will be used later. Definition 2.1 is related to
system (2.2) and will be employed to check if system (2.1) is regular and impulse-free.

Definition 2.1. [1] (i) System (2.2) is said to be regular if there exists a scalar s ∈ C satisfying
det(sE − A) , 0.

(ii) System (2.2) is said to be impulse-free if the equation deg(det(sE − A)) = rank(E) holds, where
deg(det(sE − A)) denotes the degree of det(sE − A), and det(sE − A) is a univariate polynomial in s.

Definition 2.2. For a given matrix U > 0 and given scalars T > 0, m1 > 0, m2 > 0, and m3 > 0 (m3 ≥

m1), system (2.1) is said to be finite-time stable with respect to (m1,m2,m3,T,U) if the following holds:

{ sup
−η≤s≤0

{zT (s)Uz(s)} ≤ m1, sup
−η≤s≤0

{żT (s)ET UEż(s)} ≤ m2} ⇒ zT (t)Uz(t) ≤ m3, ∀t ∈ [0,T ]. (2.3)

The following lemmas will be employed to derive the main results of this paper.

Lemma 2.1. [27] For a given matrix Q > 0 and given scalars η1 and η2 (η2 > η1), if the vector function
χ: [η1, η2]→ Rn ensures that the integrations

∫ η2

η1
χT (s)Qχ(s)ds and

∫ η2

η1
χ(s)ds are well defined, then

−

∫ η2

η1

χT (s)Qχ(s)ds ≤ −
1

η2 − η1

∫ η2

η1

χT (s)dsQ
∫ η2

η1

χ(s)ds.

Lemma 2.2. [27] Suppose that matrices R, L, and Q > 0 have appropriate dimensions. Then, the
inequality RT L + LT R ≤ RT QR + LT Q−1L holds.
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Remark 2.1. It is worth pointing out that singular neutral systems have wide applications in practical
systems. Please see Remark 1 of [27] for more information. For the systems mentioned in Remark 1
of [27], sometimes we may need to focus on the transient behaviors (for example, finite-time stability)
of them over a finite-time interval. To the best of our knowledge, few papers in the existing literature
studied the finite-time stability problem of singular neutral systems. Therefore, it is significant and
necessary to study this problem for singular neutral systems.

3. Main results

The state decomposition method is often used to study singular systems [43–45]. We will give an
equivalent form of system (2.1) by first using the state decomposition method.

From 0 < rank(E) = $ < n, we can find two invertible matrices J and Y satisfying E = JEY =[
I$ 0
0 0

]
. In addition, set

C = JCY =

[
C1 C2

C3 C4

]
, A = JAY =

[
A1 A2

A3 A4

]
, D = JDY =

[
D1 D2

D3 D4

]
. (3.1)

Define ω(t) = Y −1z(t) =

[
ω1(t)
ω2(t)

]
. According to (3.1), system (2.1) can be decomposed into


ω̇1(t) = A1ω1(t) + A2ω2(t) + D1ω1(t − η) + D2ω2(t − η) + C1ω̇1(t − η) + C2ω̇2(t − η),

0 = A3ω1(t) + A4ω2(t) + D3ω1(t − η) + D4ω2(t − η) + C3ω̇1(t − η) + C4ω̇2(t − η),
ω(s) = Y −1φ(s), s ∈ [−η, 0].

(3.2)

Remark 3.1. From (3.2), it can be seen that system (2.1) is decomposed into two subsystems. One is
described by the equation ω̇1(t) = A1ω1(t)+A2ω2(t)+D1ω1(t−η)+D2ω2(t−η)+C1ω̇1(t−η)+C2ω̇2(t−η),
while the other is described by the equation 0 = A3ω1(t)+A4ω2(t)+D3ω1(t−η)+D4ω2(t−η)+C3ω̇1(t−
η) + C4ω̇2(t − η). According to (3.2), it can be also seen that the vector ω(t) is decomposed into ω1(t)
and ω2(t). We will employ (3.2) to study the finite-time stability of system (2.1), which means that the
state decomposition method is utilized in this paper.

The following theorem presents a sufficient condition such that system (2.1) is regular, impulse-free,
and finite-time stable with respect to (m1,m2,m3,T,U).

Theorem 3.1. Suppose that X is a given matrix and satisfies ET X = 0 and rank(X) = n − $. Given
scalars µ ≥ 0, η > 0, ĥ > 0, h ≥ 0 , ĝk > 0 (k = 1, 2, · · · , 5), gk ≥ 0 (k = 1, 2, · · · , 5), m1 > 0,
m2 > 0, m3 > 0 (m3 > m1), T > 0, ρ1 > 0, and ρ2 > 0, system (2.1) is regular, impulse-free, and
finite-time stable with respect to (m1,m2,m3,T,U) if C2 = 0, C4 = 0, and there exist matrices F > 0 ,
Gk > 0 (k = 1, 2, · · · , 5), Zk (k = 1, 2, · · · , 5), and W such that

Γ =


Γ11 Γ12 AT Z3 + G2 (FE + XW + Z1)TCY J + AT Z4 Γ15

∗ Γ22 DT Z3 −G2 ZT
2 CY J + DT Z4 Γ25

∗ ∗ −
G3
η

ZT
3 CY J −ZT

3

∗ ∗ ∗ Γ44 Γ45

∗ ∗ ∗ ∗ Γ55


< 0, (3.3)
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gkI < Gk < ĝkI, ∀k ∈ {1, 2, · · · , 5}, (3.4)

hI < F < ĥI, (3.5)

‖U
1
2
1 F

− 1
2
‖2h4 + ‖U

1
2
4 ‖

2<
2
≤ m3 (when U2 = 0), (3.6)

min
{
δ1h4 + ‖(U4 + ρ1I)

1
2 ‖2<

2
, δ2h4 + ‖(U4 + ρ2U

T
2 U2)

1
2 ‖2<

2
}
≤ m3 (when U2 , 0), (3.7)

where

Γ11 = (FE + XW + Z1)T A + AT (FE + XW + Z1) + G1 + ηG3 − µET FE − ET G5

η
E,

Γ12 = (FE + XW + Z1)T D + AT Z2 + ET G5

η
E, Γ15 = AT (G4 + ηG5 + Z5) − ZT

1 ,

Γ22 = −G1 + DT Z2 + ZT
2 D − ET G5

η
E, Γ25 = DT (G4 + ηG5 + Z5) − ZT

2 ,

Γ44 = −G4 + (CY J)T Z4 + ZT
4 CY J, Γ45 = (CY J)T (G4 + ηG5 + Z5) − ZT

4 ,

Γ55 = −G4 − ηG5 − Z5 − ZT
5 ,

σk = ‖G
1
2
k U − 1

2 ‖2 (k = 1, 2, · · · , 5),

h1 = ‖F
1
2 EU − 1

2 ‖2m1, h2 = (ησ1 + η2σ2 +
η2

2
σ3)m1, h3 = (ησ4 +

η2

2
σ5)m2, h4 = e µT

3∑
k=1

hk,

H1 = A1 − A2A
−1
4 A3, H2 = D1 − A2A

−1
4 D3, H3 = D2 − A2A

−1
4 D4, H4 = C1 − A2A

−1
4 C3,

L1 = −A
−1
4 A3, L2 = −A

−1
4 D3, L3 = −A

−1
4 D4, L4 = −A

−1
4 C3,

∆1 = ∆

[
A1

A3

]
, ∆2 = ∆

[
D1

D3

]
, ∆3 = ∆

[
D2

D4

]
, ∆4 = ∆

[
C1

C3

]
, ∆ =

[
I$ −A2

0 −A4

]−1

,

κ1 = ‖Y −1U − 1
2 ‖2 m1,

κ2 = ‖JU − 1
2 ‖2 m2,

ℵ1 = ‖∆1F
− 1

2
1 ‖

√
h4 + ‖[∆2 ∆3]‖

√
κ1 + ‖∆4‖

√
κ2 ,

Υ1 = ‖H1F
− 1

2
1 ‖

√
h4 + ‖[H2 H3]‖

√
κ1 + ‖H4‖

√
κ2 ,

<1 = ‖L1F
− 1

2
1 ‖

√
h4 + ‖[L2 L3]‖

√
κ1 + ‖L4‖

√
κ2 ,

ℵp = (‖∆1F
− 1

2
1 ‖ + ‖∆2F

− 1
2

1 ‖)
√

h4 + min{‖∆3‖<p−1 + ‖∆4‖Υp−1, ‖[∆4 ∆3]‖ℵp−1}, 2 ≤ p ≤ n + 1,

Υp = (‖H1F
− 1

2
1 ‖ + ‖H2F

− 1
2

1 ‖)
√

h4 + min{‖H3‖<p−1 + ‖H4‖Υp−1, ‖[H4 H3]‖ℵp−1}, 2 ≤ p ≤ n + 1,

<p = (‖L1F
− 1

2
1 ‖ + ‖L2F

− 1
2

1 ‖)
√

h4 + min
{
‖L3‖<p−1 + ‖L4‖Υp−1, ‖[L4 L3]‖ℵp−1

}
, 2 ≤ p ≤ n + 1,

δ1 = ‖(U1 +
1
ρ1

U2U
T
2 )

1
2 F
− 1

2
‖2, δ2 = ‖(U1 +

1
ρ2

I)
1
2 F
− 1

2
‖2,

F =

[
F1 F2

∗ F4

]
= J−T FJ −1,

[
U1 U2

∗ U4

]
= YT UY, n = Ξ

(
T
η

)
,

< = max{<1,<2, · · · ,<n+1}.
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Proof. First, we prove that system (2.1) is regular and impulse-free.

From (3.3), we can have
[

Γ11 Γ15

∗ Γ55

]
< 0. Then, according to G1 + ηG3 + AT (G4 + ηG5)A > 0, it

can be deduced that

Γ11 = [ I AT ]
[

Γ11 Γ15

∗ Γ55

] [
I
A

]
−G1 − ηG3 − AT (G4 + ηG5)A

= (FE + XW)T A + AT (FE + XW) − µET FE − ET G5

η
E < 0. (3.8)

Define W = WY =

[
W1 W2

W3 W4

]
, X = J−T X =

[
X1 X2

X3 X4

]
, and G5 = J−TG5J −1 =

[
G51 G52

∗ G54

]
.

According to ET X = 0, we get E
T

X = 0, which implies that X1 = 0 and X2 = 0. Then, from (3.8), we
can have

YT Γ11Y = YT ((FE + XW)T A + AT (FE + XW) − µET FE − ET G5

η
E)Y

= (F E + X W)T A + A
T
(F E + X W) − µE

T
F E − E

T G5

η
E

=

[
Λ1 Λ2

∗ Λ4

]
< 0, (3.9)

where Λ4 = A
T
4 (X3W2 + X4W4) + (X3W2 + X4W4)T A4.

From (3.9), it can be deduced that Λ4 < 0. According to Λ4 < 0, we can get det(A4) , 0, which
implies that det(sE − A) . 0 and deg(det(sE − A)) = rank(E).

By C2 = 0 and C4 = 0, it can be seen that C = CY JE. Set ϕ(t) = Eż(t). Then, system (2.1) can be
rewritten as {

ϕ(t) = Eż(t),
ϕ(t) −CY Jϕ(t − η) = Az(t) + Dz(t − η).

(3.10)

Set ψ(t) =

[
z(t)
ϕ(t)

]
, Ê =

[
E 0
0 0

]
, Â =

[
0 I
A −I

]
, and D̂ =

[
0 0
D CY J

]
. Then, according

to (3.10), we can get

Ê ψ̇(t) = Âψ(t) + D̂ψ(t − η). (3.11)

According to Ê =

[
E 0
0 0

]
and Â =

[
0 I
A −I

]
, we can deduce

det(sÊ − Â )

= det
([

sE 0
0 0

]
−

[
0 I
A −I

])
= det

([
sE −I
−A I

])
= det

([
sE − A 0
−A I

])
= det(sE − A). (3.12)

By (3.12) and det(sE − A) . 0, we can have det(sÊ − Â ) . 0. Note (3.12), deg(det(sE − A)) =

rank(E), and rank(E) = rank(Ê ). It can then be deduced that deg(det(sÊ − Â )) = rank(Ê ). According
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to Definition 2.1, it can be concluded that system (3.11) is regular and impulse-free. Because
system (3.11) is equivalent to system (2.1), we can obtain that system (2.1) is regular and impulse-
free. �

Next, we prove that system (2.1) is finite-time stable with respect to (m1,m2,m3,T,U). Choose the
following Lyapunov-Krasovskii function for system (2.1):

V(t) = V1(t) + V2(t) + V3(t), (3.13)

where

V1(t) = zT (t)ET FEz(t),

V2(t) =

∫ t

t−η
zT (s)G1z(s)ds +

∫ t

t−η
zT (s)ds G2

∫ t

t−η
z(s)ds +

∫ 0

−η

∫ t

t+β
zT (s)G3z(s)dsdβ,

V3(t) =

∫ t

t−η
żT (s)ETG4Eż(s)ds +

∫ 0

−η

∫ t

t+β
żT (s)ETG5Eż(s)dsdβ.

By (3.13) and Lemma 2.1, we can have

V1(0) = zT (0)ET FEz(0)

= zT (0)U
1
2 U − 1

2 ET FEU − 1
2 U

1
2 z(0)

≤ λmax

(
U − 1

2 ET FEU − 1
2
)

sup
−η≤s≤0

{zT (s)Uz(s)}

≤ h1, (3.14)

V2(0) =

∫ 0

−η

zT (s)G1z(s)ds +

∫ 0

−η

zT (s)ds G2

∫ 0

−η

z(s)ds +

∫ 0

−η

∫ 0

β

zT (s)G3z(s)dsdβ

≤

∫ 0

−η

zT (s)G1z(s)ds + η

∫ 0

−η

zT (s)G2z(s)ds +

∫ 0

−η

∫ 0

β

zT (s)G3z(s)dsdβ

≤η sup
−η≤s≤0

{zT (s)G1z(s)} + η2 sup
−η≤s≤0

{zT (s)G2z(s)} +
η2

2
sup
−η≤s≤0

{zT (s)G3z(s)}

=η sup
−η≤s≤0

{zT (s)U
1
2 U − 1

2 G1U − 1
2 U

1
2 z(s)} + η2 sup

−η≤s≤0
{zT (s)U

1
2 U − 1

2 G2U − 1
2 U

1
2 z(s)}

+
η2

2
sup
−η≤s≤0

{zT (s)U
1
2 U − 1

2 G3U − 1
2 U

1
2 z(s)}

≤η‖G
1
2
1 U − 1

2 ‖2m1 + η2‖G
1
2
2 U − 1

2 ‖2m1 +
η2

2
‖G

1
2
3 U − 1

2 ‖2m1 = h2, (3.15)

V3(0) =

∫ 0

−η

żT (s)ETG4Eż(s)ds +

∫ 0

−η

∫ 0

β

żT (s)ETG5Eż(s)dsdβ

≤ η sup
−η≤s≤0

{żT (s)ETG4Eż(s)} +
η2

2
sup
−η≤s≤0

{żT (s)ETG5Eż(s)}
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≤ η sup
−η≤s≤0

{żT (s)ET U
1
2 U − 1

2 G4U − 1
2 U

1
2 Eż(s)} +

η2

2
sup
−η≤s≤0

{żT (s)ET U
1
2 U − 1

2 G5U − 1
2 U

1
2 Eż(s)}

≤ η‖G
1
2
4 U − 1

2 ‖2m2 +
η2

2
‖G

1
2
5 U − 1

2 ‖2m2 = h3. (3.16)

From (3.13) and Lemma 2.1, we can also deduce

V̇1(t) =2żT (t)ET FEz(t)
=2[Az(t) + Dz(t − η) + Cż(t − η)]T FEz(t)
=2[Az(t) + Dz(t − η) + CY JEż(t − η)]T FEz(t), (3.17)

V̇2(t) =zT (t)G1z(t) − zT (t − η)G1z(t − η) + 2[zT (t) − zT (t − η)]G2

∫ t

t−η
z(s)ds

+ ηzT (t)G3z(t) −
∫ t

t−η
zT (s)G3z(s)ds

≤zT (t)G1z(t) − zT (t − η)G1z(t − η) + 2[zT (t) − zT (t − η)]G2

∫ t

t−η
z(s)ds

+ ηzT (t)G3z(t) −
1
η

∫ t

t−η
zT (s)dsG3

∫ t

t−η
z(s)ds, (3.18)

V̇3(t) =żT (t)ETG4Eż(t) − żT (t − η)ETG4Eż(t − η) + ηżT (t)ETG5Eż(t) −
∫ t

t−η
żT (s)ETG5Eż(s)ds

≤żT (t)ET (G4 + ηG5)Eż(t) − żT (t − η)ETG4Eż(t − η) −
1
η

∫ t

t−η
żT (s)dsETG5E

∫ t

t−η
ż(s)ds

=żT (t)ET (G4 + ηG5)Eż(t) − żT (t − η)ETG4Eż(t − η)

−
1
η

[z(t) − z(t − η)]T ETG5E[z(t) − z(t − η)]. (3.19)

By ET X = 0, it can be seen that ET XWz(t) ≡ 0, which implies that

2[Az(t) + Dz(t − η) + CY JEż(t − η)]T XWz(t) ≡ 0. (3.20)

From Az(t) + Dz(t − η) + Cż(t − η) − Eż(t) ≡ 0, it can be obtained that

2[Az(t) + Dz(t − η) + CY JEż(t − η) − Eż(t)]T [Z1 Z2 Z3 Z4 Z5]ξT (t) ≡ 0, (3.21)

where ξ(t) =
[
zT (t) zT (t − η)

∫ t

t−η
zT (s)ds żT (t − η)ET żT (t)ET

]
.

By (3.13) and (3.17)–(3.21), we can obtain

V̇(t) − µV(t) ≤ V̇(t) − µzT (t)ET FEz(t) ≤ ξT (t)Γξ(t) ≤ 0. (3.22)

According to (3.22) and e−µt(V̇(t) − µV(t)) =
d(e−µtV(t))

dt , we can have∫ t

0
e−µs(V̇(s) − µV(s))ds = e−µtV(t) − V(0) ≤ 0. (3.23)
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For any t ∈ (0, T ], from (3.13)–(3.16) and (3.23), we can get V(t) ≤ eµtV(0) ≤ e µT ∑3
k=1 hk = h4.

Define ω(t) = Y −1z(t) =

[
ω1(t)
ω2(t)

]
. According to V(t) ≤ h4 and YT ET FEY =

[
F1 0
0 0

]
, it can be seen

that

ωT
1 (t)F1ω1(t) = ωT (t)YT ET FEYω(t)

= zT (t)Y−T YT ET FEYY −1z(t)
= zT (t)ET FEz(t)
≤ V(t) ≤ h4, ∀t ∈ (0, T ]. (3.24)

The following two inequalities hold:

ωT (t)ω(t) = zT (t)Y−T Y −1z(t)

= zT (t)U
1
2 U − 1

2 Y−T Y −1U − 1
2 U

1
2 z(t)

≤ λmax(U − 1
2 Y−T Y −1U − 1

2 ) sup
−η≤s≤0

{zT (s)Uz(s)}

≤ ‖Y −1U − 1
2 ‖2m1 = κ1, ∀t ∈ [−η, 0], (3.25)

ω̇T
1 (t)ω̇1(t) = żT (t)Y−T E

T
EY −1ż(t)

= żT (t)Y−T YT ET JT JEYY −1ż(t)
= żT (t)ET JT JEż(t)

≤ ‖JU − 1
2 ‖2m2 = κ2, ∀t ∈ [−η, 0]. (3.26)

By C2 = 0 and C4 = 0, system (2.1) is equivalent to the following:{
ω̇1(t) = A1ω1(t) + A2ω2(t) + D1ω1(t − η) + D2ω2(t − η) + C1ω̇1(t − η),
0 = A3ω1(t) + A4ω2(t) + D3ω1(t − η) + D4ω2(t − η) + C3ω̇1(t − η).

(3.27)

According to det(A4) , 0, it is easy to see that system (3.27) can be rewritten as follows:[
ω̇1(t)
ω2(t)

]
= ∆

[
A1

A3

]
ω1(t) + ∆

[
D1

D3

]
ω1(t − η) + ∆

[
D2

D4

]
ω2(t − η) + ∆

[
C1

C3

]
ω̇1(t − η)

= ∆1ω1(t) + ∆2ω1(t − η) + ∆3ω2(t − η) + ∆4ω̇1(t − η). (3.28)

From (3.27) and det(A4) , 0, it can also be deduced that

ω̇1(t) = (A1 − A2A
−1
4 A3)ω1(t) + (D1 − A2A

−1
4 D3)ω1(t − η) + (D2 − A2A

−1
4 D4)ω2(t − η)

+(C1 − A2A
−1
4 C3)ω̇1(t − η)

= H1ω1(t) + H2ω1(t − η) + H3ω2(t − η) + H4ω̇1(t − η),
ω2(t) = −A

−1
4 A3ω1(t) − A

−1
4 D3ω1(t − η) − A

−1
4 D4ω2(t − η) − A

−1
4 C3ω̇1(t − η)

= L1ω1(t) + L2ω1(t − η) + L3ω2(t − η) + L4ω̇1(t − η).

(3.29)
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Set θ(t) =

[
ω̇1(t)
ω2(t)

]
. For any t ∈ (0, η], it can be deduced from (3.24)–(3.26), (3.28), and (3.29) that



‖θ(t)‖ ≤ ‖∆1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖[∆2 ∆3]‖ ‖ω(t − η)‖ + ‖∆4‖ ‖ω̇1(t − η)‖

≤ ‖∆1F
− 1

2
1 ‖
√

h4 + ‖[∆2 ∆3]‖
√
κ1 + ‖∆4‖

√
κ2 = ℵ1,

‖ω̇1(t)‖ ≤ ‖H1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖[H2 H3]‖ ‖ω(t − η)‖ + ‖H4‖ ‖ω̇1(t − η)‖

≤ ‖H1F
− 1

2
1 ‖
√

h4 + ‖[H2 H3]‖
√
κ1 + ‖H4‖

√
κ2 = Υ1,

‖ω2(t)‖ ≤ ‖L1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖[L2 L3]‖ ‖ω(t − η)‖ + ‖L4‖ ‖ω̇1(t − η)‖

≤ ‖L1F
− 1

2
1 ‖
√

h4 + ‖[L2 L3]‖
√
κ1 + ‖L4‖

√
κ2 = <1.

(3.30)

For any t ∈ (η, 2η], we can get

‖θ(t)‖ ≤ ‖∆1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖∆2F

− 1
2

1 ‖ ‖F
1
2
1ω1(t − η)‖ + ‖∆3ω2(t − η) + ∆4ω̇1(t − η)‖

≤ (‖∆1F
− 1

2
1 ‖ + ‖∆2F

− 1
2

1 ‖)
√

h4 + min{‖∆3‖<1 + ‖∆4‖Υ1, ‖[∆4 ∆3]‖ℵ1} = ℵ2,

‖ω̇1(t)‖ ≤ ‖H1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖H2F

− 1
2

1 ‖ ‖F
1
2
1ω1(t − η)‖ + ‖H3ω2(t − η) + H4ω̇1(t − η)‖

≤ (‖H1F
− 1

2
1 ‖ + ‖H2F

− 1
2

1 ‖)
√

h4 + min{‖H3‖<1 + ‖H4‖Υ1, ‖[H4 H3]‖ℵ1} = Υ2,

‖ω2(t)‖ ≤ ‖L1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖L2F

− 1
2

1 ‖ ‖F
1
2
1ω1(t − η)‖ + ‖L3ω2(t − η) + L4ω̇1(t − η)‖

≤ (‖L1F
− 1

2
1 ‖ + ‖L2F

− 1
2

1 ‖)
√

h4 + min
{
‖L3‖<1 + ‖L4‖Υ1, ‖[L4 L3]‖ℵ1

}
= <2.

(3.31)

For any t ∈ (nη, (n + 1)η], it can be deduced that

‖θ(t)‖ ≤ ‖∆1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖∆2F

− 1
2

1 ‖ ‖F
1
2
1ω1(t − η)‖ + ‖∆3ω2(t − η) + ∆4ω̇1(t − η)‖

≤ (‖∆1F
− 1

2
1 ‖ + ‖∆2F

− 1
2

1 ‖)
√

h4 + min{‖∆3‖<n + ‖∆4‖Υn, ‖[∆4 ∆3]‖ℵn} = ℵn+1,

‖ω̇1(t)‖ ≤ ‖H1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖H2F

− 1
2

1 ‖ ‖F
1
2
1ω1(t − η)‖ + ‖H3ω2(t − η) + H4ω̇1(t − η)‖

≤ (‖H1F
− 1

2
1 ‖ + ‖H2F

− 1
2

1 ‖)
√

h4 + min{‖H3‖<n + ‖H4‖Υn, ‖[H4 H3]‖ℵn} = Υn+1,

‖ω2(t)‖ ≤ ‖L1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖L2F

− 1
2

1 ‖ ‖F
1
2
1ω1(t − η)‖ + ‖L3ω2(t − η) + L4ω̇1(t − η)‖

≤ (‖L1F
− 1

2
1 ‖ + ‖L2F

− 1
2

1 ‖)
√

h4 + min
{
‖L3‖<n + ‖L4‖Υn, ‖[L4 L3]‖ℵn

}
= <n+1.

(3.32)

For any t ∈ (0, T ], according to (3.30)–(3.32), it can be seen that

‖ω2(t)‖ ≤ max{<1,<2, · · · ,<n+1} = <. (3.33)

When U2 = 0, it can be obtained from (3.24) and (3.33) that

zT (t)Uz(t) = ωT (t)YT UYω(t)

= ωT (t)Uω(t)

= ωT
1 (t)U1ω1(t) + ωT

2 (t)U4ω2(t)

≤ ‖U
1
2
1 F

− 1
2
‖2h4 + ‖U

1
2
4 ‖

2<
2
≤ m3, ∀t ∈ (0, T ]. (3.34)
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If U2 , 0, according to (3.24), (3.33), and Lemma 2.2, it can be seen that

zT (t)Uz(t) = ωT (t)Uω(t)

= ωT
1 (t)U1ω1(t) + 2ωT

1 (t)U2ω2(t) + ωT
2 (t)U4ω2(t)

≤ ωT
1 (t)(U1 +

1
ρ1

U2U
T
2 )ω1(t) + ωT

2 (t)(U4 + ρ1I)ω2(t)

≤ ‖(U1 +
1
ρ1

U2U
T
2 )

1
2 F
− 1

2
‖2h4 + ‖(U4 + ρ1I)

1
2 ‖2<

2
, ∀t ∈ (0, T ]. (3.35)

When U2 , 0, from (3.24), (3.33), and zT (t)Uz(t) = ωT
1 (t)U1ω1(t) + 2ωT

1 (t)U2ω2(t) +ωT
2 (t)U4ω2(t),

we can also have

zT (t)Uz(t) ≤ ωT
1 (t)(U1 +

1
ρ2

I)ω1(t) + ωT
2 (t)(U4 + ρ2U

T
2 U2)ω2(t)

≤ ‖(U1 +
1
ρ2

I)
1
2 F
− 1

2
‖2h4 + ‖(U4 + ρ2U

T
2 U2)

1
2 ‖2<

2
, ∀t ∈ (0, T ]. (3.36)

According to m3 ≥ m1, (3.6), (3.7), and (3.34)–(3.36), it can be seen that zT (t)Uz(t) ≤ m3 holds for
any t ∈ [0, T ], which implies that this theorem holds. The proof is completed.

Remark 3.2. Set ℵ̂1 = ℵ1 and ℵ̂p = (‖∆1F
− 1

2
1 ‖+ ‖∆2F

− 1
2

1 ‖)
√

h4 + ‖[∆4 ∆3]‖ℵ̂p−1, where 2 ≤ p ≤ n+1.
In addition, set ℵ = max{ℵ̂1, ℵ̂2, · · · , ℵ̂n+1}.

By using (3.28) along with (3.29), we obtain ‖ω2(t)‖ ≤ <. If we only use (3.28) and do not
use (3.29), we will obtain ‖ω2(t)‖ ≤ ‖θ(t)‖ ≤ ℵ. It can be proved that ℵ ≤ <. In addition, if we
only use (3.29), the obtained upper bound of ‖ω2(t)‖ is also greater than or equal to that obtained
by using (3.28) along with (3.29). Hence, the upper bound of ‖ω2(t)‖ obtained by using (3.28) along
with (3.29) is better.

In Theorem 3.1, (3.27) is an equivalent form of system (2.1) and we get (3.28) and (3.29) from (3.27).
Because the upper bound of ‖ω2(t)‖ obtained by using (3.28) along with (3.29) is better, (3.27) is well
utilized in Theorem 3.1.

Remark 3.3. In Theorem 3.1, condition (3.3) is a linear matrix inequality and helps us to obtain an
upper bound of ωT

1 (t)ω1(t). In addition, condition (3.3) also helps us to obtain det(A4) , 0. The
invertible matrix A4 and the condition that C2 = 0 and C4 = 0 guarantee system (2.1) to be regular
and impulse-free.

In the numerical simulations, conditions (3.4) and (3.5) may help us to obtain a smaller upper
bound of zT (t)Uz(t) by adjusting the values of parameters gk (k ∈ {1, 2, · · · , 5}), ĝk (k ∈ {1, 2, · · · , 5}),
h, and ĥ.

Condition (3.6) shows that the upper bound of zT (t)Uz(t) obtained by Theorem 3.1 is ‖U
1
2
1 F

− 1
2
‖2h4 +

‖U
1
2
4 ‖

2<
2

when U2 = 0. Then, if ‖U
1
2
1 F

− 1
2
‖2h4 + ‖U

1
2
4 ‖

2<
2

is not greater than the given positive
scalar m3, we can conclude that system (2.1) is finite-time stable with respect to (m1,m2,m3,T,U)
when U2 = 0. Similarly, condition (3.7) illustrates that the upper bound of zT (t)Uz(t) obtained by

Theorem 3.1 is min
{
δ1h4 + ‖(U4 + ρ1I)

1
2 ‖2<

2
, δ2h4 + ‖(U4 + ρ2U

T
2 U2)

1
2 ‖2<

2
}

when U2 , 0. Then,

if min
{
δ1h4 + ‖(U4 + ρ1I)

1
2 ‖2<

2
, δ2h4 + ‖(U4 + ρ2U

T
2 U2)

1
2 ‖2<

2
}

is not greater than the given positive
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scalar m3, we can conclude that system (2.1) is finite-time stable with respect to (m1,m2,m3,T,U)
when U2 , 0.

The following theorem gives a different sufficient condition such that system (2.1) is regular,
impulse-free, and finite-time stable.

Theorem 3.2. Suppose that sup
−η≤s≤0

{zT (s)Uz(s)} ≤ m1, where U > 0 and m1 > 0. In addition, suppose

that X is a given matrix and satisfies ET X = 0 and rank(X) = n − $. Given scalars µ ≥ 0, η > 0,
ĥ > 0, h ≥ 0, ĝk > 0 (k = 1, 2, 3), gk ≥ 0 (k = 1, 2, 3), m3 > 0 (m3 ≥ m1), T > 0, ρ1 > 0, and ρ2 > 0,
system (2.1) is regular, impulse-free, and satisfies zT (t)Uz(t) ≤ m3 (∀t ∈ [0,T ]) if C3 = 0, C4 = 0, and
there exist matrices F > 0 , Gk > 0 (k = 1, 2, 3), Zk (k = 1, 2, 3, 4), and W such that

Γ =


Γ11 Γ12 AT Z3 + G2 AT Z4 − ZT

1
∗ Γ22 DT Z3 −G2 DT Z4 − ZT

2
∗ ∗ −

G3
η

−ZT
3

∗ ∗ ∗ −Z4 − ZT
4

 < 0, (3.37)

gkI < Gk < ĝkI, ∀k ∈ {1, 2, 3}, (3.38)

hI < F < ĥI, (3.39)

‖U
1
2
1 F

− 1
2
‖2Υ

2
+ ‖U

1
2
4 ‖

2<
2
≤ m3 (when U2 = 0), (3.40)

min
{
δ1Υ

2
+ ‖(U4 + ρ1I)

1
2 ‖2<

2
, δ2Υ

2
+ ‖(U4 + ρ2U

T
2 U2)

1
2 ‖2<

2
}
≤ m3 (when U2 , 0), (3.41)

where

Γ11 = (FE + XW + Z1)T A + AT (FE + XW + Z1) + G1 + ηG3 − µET FE,

Γ12 = (FE + XW + Z1)T D − AT FC + AT Z2,

Γ22 = −G1 − DT FC −CT FD + DT Z2 + ZT
2 D,

σk = ‖G
1
2
k U − 1

2 ‖2 (k = 1, 2, 3),

h1 = (‖F
1
2 EU − 1

2 ‖ + ‖F
1
2 CU − 1

2 ‖)2m1, h2 = (ησ1 + η2σ2 +
η2

2
σ3)m1, h3 = e µT (h1 + h2),

L1 = −A
−1
4 A3, L2 = −A

−1
4 D3, L3 = −A

−1
4 D4,

κ1 = ‖Y −1U − 1
2 ‖2m1,

Υ1 =
√

h3 + ‖F
1
2
1 [C1 C2]‖

√
κ1,

<1 = ‖L1F
− 1

2
1 ‖Υ1 + ‖[L2 L3]‖

√
κ1,

Υp =
√

h3 + ‖F
1
2
1 C1F

− 1
2

1 ‖Υp−1 + ‖F
1
2
1 C2‖<p−1, 2 ≤ p ≤ n + 1,

<p = ‖L1F
− 1

2
1 ‖Υp + ‖L2F

− 1
2

1 ‖Υp−1 + ‖L3‖<p−1, 2 ≤ p ≤ n + 1,

δ1 = ‖(U1 +
1
ρ1

U2U
T
2 )

1
2 F
− 1

2
‖2, δ2 = ‖(U1 +

1
ρ2

I)
1
2 F
− 1

2
‖2,

F = J−T FJ −1 =

[
F1 F2

∗ F4

]
,

[
U1 U2

∗ U4

]
= YT UY, n = Ξ

(
T
η

)
,
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< = max{<1,<2, · · · ,<n+1}, Υ = max{Υ1,Υ2, · · · ,Υn+1}.

Proof. By using a method similar to that used in the proof of Theorem 3.1, we can have that A4 is
invertible, which implies that det(sE − A) . 0 and deg(det(sE − A)) = rank(E).

Set ϕ(t) = z(t − η). Then, system (2.1) can be rewritten as{
ϕ(t) = z(t − η),
Eż(t) −Cϕ̇(t) = Az(t) + Dz(t − η).

(3.42)

Set ψ(t) =

[
z(t)
ϕ(t)

]
, Ê =

[
E −C
0 0

]
, Â =

[
A 0
0 −I

]
, and D̂ =

[
D 0
I 0

]
. Then, from (3.42), we

can get

Ê ψ̇(t) = Âψ(t) + D̂ψ(t − η). (3.43)

According to Ê =

[
E −C
0 0

]
and Â =

[
A 0
0 −I

]
, it can be deduce that

det(sÊ − Â ) = det
([

sE −sC
0 0

]
−

[
A 0
0 −I

])
= det

([
sE − A −sC

0 I

])
= det(sE − A). (3.44)

From C3 = 0 and C4 = 0, it can be deduced that rank(JEY) = rank(J[E − C]Y), which implies
that rank (E) = rank(Ê ). According to (3.44) and det(sE − A) . 0, it can be concluded that det(sÊ −
Â ) . 0. In addition, by (3.44), rank (E) = rank(Ê ), and deg(det(sE − A)) = rank(E), we can get
deg(det(sÊ − Â )) = rank(Ê ). According to Definition 2.1, it can be concluded that system (3.43) is
regular and impulse-free, which implies that system (2.1) is regular and impulse-free.

Next, we prove that system (2.1) satisfies zT (t)Uz(t) ≤ m3 (∀t ∈ [0,T ]). Choose the following
Lyapunov-Krasovskii function for system (2.1):

V(t) = V1(t) + V2(t), (3.45)

where

V1(t) = [Ez(t) −Cz(t − η)]T F[Ez(t) −Cz(t − η)],

V2(t) =

∫ t

t−η
zT (s)G1z(s)ds +

∫ t

t−η
zT (s)ds G2

∫ t

t−η
z(s)ds +

∫ 0

−η

∫ t

t+β
zT (s)G3z(s)dsdβ.

Set γ = ‖F
1
2 CU −

1
2 ‖

‖F
1
2 EU −

1
2 ‖

. By (3.45) and Lemma 2.2, we can have

V1(0) = [Ez(0) −Cz(−η)]T F[Ez(0) −Cz(−η)]

≤ (1 + γ)zT (0)ET FEz(0) + (1 +
1
γ

)zT (−η)CT FCz(−η)

= (1 + γ)zT (0)U
1
2 U − 1

2 ET FEU − 1
2 U

1
2 z(0) + (1 +

1
γ

)zT (−η)U
1
2 U − 1

2 CT FCU − 1
2 U

1
2 z(−η)
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≤ (1 + γ)‖F
1
2 EU − 1

2 ‖2 sup
−η≤s≤0

{zT (s)Uz(s)} + (1 +
1
γ

)‖F
1
2 CU − 1

2 ‖2 sup
−η≤s≤0

{zT (s)Uz(s)}

≤ h1, (3.46)

V2(0) =

∫ 0

−η

zT (s)G1z(s)ds +

∫ 0

−η

zT (s)ds G2

∫ 0

−η

z(s)ds +

∫ 0

−η

∫ 0

β

zT (s)G3z(s)dsdβ

≤

∫ 0

−η

zT (s)G1z(s)ds + η

∫ 0

−η

zT (s)G2z(s)ds +

∫ 0

−η

∫ 0

β

zT (s)G3z(s)dsdβ

≤ ησ1 sup
−η≤s≤0

{zT (s)Uz(s)} + η2σ2 sup
−η≤s≤0

{zT (s)Uz(s)} +
η2

2
σ3 sup
−η≤s≤0

{zT (s)Uz(s)}

≤ ησ1m1 + η2σ2m1 +
η2

2
σ3m1 = h2. (3.47)

The following hold:

V̇1(t) = 2[Eż(t) −Cż(t − η)]T F[Ez(t) −Cz(t − η)]
= 2[Az(t) + Dz(t − η)]T F[Ez(t) −Cz(t − η)], (3.48)

V̇2(t) = zT (t)G1z(t) − zT (t − η)G1z(t − η) + 2[zT (t) − zT (t − η)]G2

∫ t

t−η
z(s)ds

+ ηzT (t)G3z(t) −
∫ t

t−η
zT (s)G3z(s)ds

≤ zT (t)G1z(t) − zT (t − η)G1z(t − η) + 2[zT (t) − zT (t − η)]G2

∫ t

t−η
z(s)ds

+ ηzT (t)G3z(t) −
1
η

∫ t

t−η
zT (s)dsG3

∫ t

t−η
z(s)ds. (3.49)

By ET X = 0, it can be seen that CT X = 0 and żT (t)ET XWz(t) ≡ 0, which implies that

2[Az(t) + Dz(t − η)]T XWz(t) ≡ 0. (3.50)

From Az(t) + Dz(t − η) + Cż(t − η) − Eż(t) ≡ 0, it can be obtained that

2[Az(t) + Dz(t − η) + Cż(t − η) − Eż(t)]T [Z1 Z2 Z3 Z4]ξT (t) ≡ 0, (3.51)

where ξ(t) = [zT (t) zT (t − η)
∫ t

t−η
zT (s)ds (Eż(t) −Cż(t − η))T ].

For any t ∈ (0, T ], from (3.45)–(3.47), we can get V(t) ≤ eµtV(0) ≤ h3. Define ω(t) = Y −1z(t) =[
ω1(t)
ω2(t)

]
. According to V(t) ≤ h3, it can be seen that

[ω1(t) −C1ω1(t − η) −C2ω2(t − η)]T F1[ω1(t) −C1ω1(t − η) −C2ω2(t − η)]
= [Ez(t) −Cz(t − η)]T JT J−T FJ−1J[Ez(t) −Cz(t − η)]
= [Ez(t) −Cz(t − η)]T F[Ez(t) −Cz(t − η)]
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≤ V(t)
≤ h3, ∀t ∈ (0, T ]. (3.52)

By C3 = 0 and C4 = 0, system (2.1) is equivalent to the following:{
ω̇1(t) −C1ω̇1(t − η) −C2ω̇2(t − η) = A1ω1(t) + A2ω2(t) + D1ω1(t − η) + D2ω2(t − η),
0 = A3ω1(t) + A4ω2(t) + D3ω1(t − η) + D4ω2(t − η).

(3.53)

From (3.53), it can be deduced that

ω2(t) = −A
−1
4 A3ω1(t) − A

−1
4 D3ω1(t − η) − A

−1
4 D4ω2(t − η)

= L1ω1(t) + L2ω1(t − η) + L3ω2(t − η). (3.54)

According to (3.25) involved in the proof of Theorem 3.1, it can be seen that ωT (t)ω(t) ≤ κ1 (∀t ∈
[−η, 0]). Then, for any t ∈ (0, η], it can be deduced from (3.52) and (3.54) that ‖F

1
2
1ω1(t)‖ ≤

√
h3 + ‖F

1
2
1 [C1 C2]‖ ‖ω(t − η)‖ ≤

√
h3 + ‖F

1
2
1 [C1 C2]‖

√
κ1 = Υ1,

‖ω2(t)‖ ≤ ‖L1F
− 1

2
1 ‖ ‖F

1
2
1ω1(t)‖ + ‖[L2 L3]‖ ‖ω(t − η)‖ ≤ ‖L1F

− 1
2

1 ‖Υ1 + ‖[L2 L3]‖
√
κ1 = <1.

(3.55)

For any t ∈ (η, 2η], we can get ‖F
1
2
1ω1(t)‖ ≤

√
h3 + ‖F

1
2
1 C1F

− 1
2

1 ‖Υ1 + ‖F
1
2
1 C2‖<1 = Υ2,

‖ω2(t)‖ ≤ ‖L1F
− 1

2
1 ‖Υ2 + ‖L2F

− 1
2

1 ‖Υ1 + ‖L3‖<1 = <2.
(3.56)

For any t ∈ (nη, (n + 1)η], it can be deduced that ‖F
1
2
1ω1(t)‖ ≤

√
h3 + ‖F

1
2
1 C1F

− 1
2

1 ‖Υn + ‖F
1
2
1 C2‖<n = Υn+1,

‖ω2(t)‖ ≤ ‖L1F
− 1

2
1 ‖Υn+1 + ‖L2F

− 1
2

1 ‖Υn + ‖L3‖<n = <n+1.
(3.57)

According to (3.34)–(3.36) involved in the proof of Theorem 3.1 and m3 ≥ m1, it can be seen
that zT (t)Uz(t) ≤ m3 holds for any t ∈ [0, T ], which implies that this theorem holds. The proof is
completed. �

The following theorem also presents a sufficient condition such that system (2.1) is regular, impulse-
free, and finite-time stable.

Theorem 3.3. Suppose that sup
−η≤s≤0

{zT (s)Uz(s)} ≤ m1 and sup
−η≤s≤0

{żT (s)Uż(s)} ≤ m2, where U > 0, m1 > 0

and m2 > 0. In addition, suppose that X is a given matrix and satisfies ET X = 0 and rank(X) = n −$.
Given scalars µ ≥ 0, η > 0, ĥ > 0, h ≥ 0 , ĝk > 0 (k = 1, 2, · · · , 5), gk ≥ 0 (k = 1, 2, · · · , 5),
m3 > 0 (m3 > m1), and T > 0, system (1) is regular, impulse-free, and satisfies zT (t)Uz(t) ≤ m3 (∀t ∈
[0,T ]) if C3 = 0, C4 = 0, det(A4) , 0, and there exist matrices F > 0 , Gk > 0 (k = 1, 2, · · · , 5),
Zk (k = 1, 2, · · · , 5), and W such that

Γ =


Γ11 Γ12 LT

1 Z3 + G2 (F + Z1)T L3 + LT
1 Z4 Γ15

∗ Γ22 LT
2 Z3 −G2 ZT

2 L3 + LT
2 Z4 Γ25

∗ ∗ −
G3
η

ZT
3 L3 −ZT

3

∗ ∗ ∗ Γ44 Γ45

∗ ∗ ∗ ∗ Γ55


< 0, (3.58)
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gkI < Gk < ĝkI, ∀k ∈ {1, 2, · · · , 5}, (3.59)

hI < F < ĥI, (3.60)

‖U
1
2 F −

1
2 ‖2h4 ≤ m3, (3.61)

where

Γ11 = LT
1 (F + Z1) + (F + Z1)T L1 + (XW)T A + AT (XW) + G1 + ηG3 − µF −

G5

η
,

Γ12 = (F + Z1)T L2 + (XW)T D + LT
1 Z2 +

G5

η
, Γ15 = LT

1 (G4 + ηG5 + Z5) − ZT
1 ,

Γ22 = −G1 + LT
2 Z2 + ZT

2 L2 −
G5

η
, Γ25 = LT

2 (G4 + ηG5 + Z5) − ZT
2 ,

Γ44 = −G4 + LT
3 Z4 + ZT

4 L3, Γ45 = LT
3 (G4 + ηG5 + Z5) − ZT

4 ,

Γ55 = −G4 − ηG5 − Z5 − ZT
5 , σk = ‖G

1
2
k U − 1

2 ‖2 (k = 1, 2, · · · , 5),

h1 = ‖F
1
2 U − 1

2 ‖2m1, h2 = (ησ1 + η2σ2 +
η2

2
σ3)m1, h3 = (ησ4 +

η2

2
σ5)m2, h4 = e µT

3∑
k=1

hk,

L1 = (JE + M2JA)−1M1JA, L2 = (JE + M2JA)−1M1JD, L3 = (JE + M2JA)−1(JC − M2JD),

M1 =

[
I$ 0
0 0

]
, M2 =

[
0 0
0 In−$

]
.

Proof. By using a method similar to that used in the proof of Theorem 3.2, we can have that
system (2.1) is regular and impulse-free.

Next, we prove that system (2.1) satisfies zT (t)Uz(t) ≤ m3 (∀t ∈ [0,T ]). Choose the following
Lyapunov-Krasovskii function for system (2.1):

V(t) = V1(t) + V2(t) + V3(t), (3.62)

where

V1(t) = z(t)T Fz(t),

V2(t) =

∫ t

t−η
zT (s)G1z(s)ds +

∫ t

t−η
zT (s)ds G2

∫ t

t−η
z(s)ds +

∫ 0

−η

∫ t

t+β
zT (s)G3z(s)dsdβ,

V3(t) =

∫ t

t−η
żT (s)G4ż(s)ds +

∫ 0

−η

∫ t

t+β
żT (s)G5ż(s)dsdβ.

Similar to (3.15) and (3.16), we can get V2(0) ≤ h2 and V3(0) ≤ h3. In addition, by (3.62), we can
have

V1(0) = zT (0)Fz(0) = zT (0)U
1
2 U − 1

2 FU − 1
2 U

1
2 z(0) ≤ λmax

(
U − 1

2 FU − 1
2
)

sup
−η≤s≤0

{zT (s)Uz(s)} ≤ h1. (3.63)

From (3.53), it can be obtained that{
ω̇1(t) −C1ω̇1(t − η) −C2ω̇2(t − η) = A1ω1(t) + A2ω2(t) + D1ω1(t − η) + D2ω2(t − η),
0 = A3ω̇1(t) + A4ω̇2(t) + D3ω̇1(t − η) + D4ω̇2(t − η).

(3.64)
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According to (3.64), it can be seen that (JE + M2JA)ż(t) − (JC − M2JD)ż(t − η) = M1JAz(t) +

M1JDz(t − η). By det(A4) , 0, it can be deduced that JE + M2JA is invertible. Then, we can have

ż(t) = L1z(t) + L2z(t − η) + L3ż(t − η). (3.65)

From (3.62) and (3.65), we can deduce

V̇1(t) = 2żT (t)Fz(t) = 2[L1z(t) + L2z(t − η) + L3ż(t − η)]T Fz(t), (3.66)

V̇2(t) ≤ zT (t)G1z(t) − zT (t − η)G1z(t − η) + 2[zT (t) − zT (t − η)]G2

∫ t

t−η
z(s)ds

+ ηzT (t)G3z(t) −
1
η

∫ t

t−η
zT (s)dsG3

∫ t

t−η
z(s)ds, (3.67)

V̇3(t) ≤ żT (t)(G4 + ηG5)ż(t) − żT (t − η)G4ż(t − η) −
1
η

[z(t) − z(t − η)]TG5[z(t) − z(t − η)]. (3.68)

By ET X = 0, it can be seen that CT X = 0 and żT (t)ET XWz(t) ≡ 0, which implies that

2[Az(t) + Dz(t − η)]T XWz(t) ≡ 0. (3.69)

From L1z(t) + L2z(t − η) + L3ż(t − η) − ż(t) ≡ 0, it can be seen that

2[L1z(t) + L2z(t − η) + L3ż(t − η) − ż(t)]T [Z1 Z2 Z3 Z4 Z5]ξT (t) ≡ 0, (3.70)

where ξ(t) =
[
zT (t) zT (t − η)

∫ t

t−η
zT (s)ds żT (t − η) żT (t)

]
.

Similar to the proof of Theorem 3.1, it can be obtained that zT (t)Fz(t) ≤ V(t) ≤ e µT ∑3
k=1 hk =

h4 (∀t ∈ (0, T ]). Then, we can get

zT (t)Uz(t) = zT (t)F
1
2 F −

1
2 UF −

1
2 F

1
2 z(t) ≤ ‖U

1
2 F −

1
2 ‖2h4 ≤ m3, ∀t ∈ (0, T ]. (3.71)

According to m3 ≥ m1 and (3.71), it can be seen that zT (t)Uz(t) ≤ m3 holds for any t ∈ [0, T ], which
implies that this theorem holds. The proof is completed. �

Remark 3.4. It can be seen that (3.65) is a regular neutral system. Therefore, Theorem 3.3 employs
regular neutral system theory to study the finite-time stability of singular neutral system (2.1). In
addition, Remark 3.3 can also help us to understand the conditions of Theorems 3.2 and 3.3 easily.
Therefore, we omit the explanations for the conditions of Theorems 3.2 and 3.3 in this paper.

Remark 3.5. In Theorem 3.3, we suppose that sup
−η≤s≤0

{zT (s)Uz(s)} ≤ m1 and sup
−η≤s≤0

{żT (s)Uż(s)} ≤ m2.

If m2 is unknown, Theorem 3.3 can be not employed to analyze the finite-time stability problem of
system (2.1). In this case, we can use Theorem 3.2 to analyze the finite-time stability problem of
system (2.1) when C3 = 0 and C4 = 0. If m2 is known, we can use not only Theorem 3.2, but also
Theorem 3.3 to analyze the finite-time stability problem of system (2.1) when C3 = 0 and C4 = 0, and
Theorem 3.3 is often better than Theorem 3.2.

Based on Theorem 3.3, we can have the following result on the asymptotic stability of system (2.1).
For the definition of the asymptotic stability of system (2.1), please see Definition 2 of [27].
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Corollary 3.1. Suppose that X is a given matrix and satisfies ET X = 0 and rank(X) = n −$. Given
scalars η > 0, system (2.1) is regular, impulse-free, and stable if C3 = 0, C4 = 0, det(A4) , 0, and
there exist matrices F > 0 , Gk > 0 (k = 1, 2, · · · , 5), Zk (k = 1, 2, · · · , 5), and W such that

Γ =


Γ11 Γ12 LT

1 Z3 + G2 (F + Z1)T L3 + LT
1 Z4 Γ15

∗ Γ22 LT
2 Z3 −G2 ZT

2 L3 + LT
2 Z4 Γ25

∗ ∗ −
G3
η

ZT
3 L3 −ZT

3

∗ ∗ ∗ Γ44 Γ45

∗ ∗ ∗ ∗ Γ55


< 0, (3.72)

where

Γ11 = LT
1 (F + Z1) + (F + Z1)T L1 + (XW)T A + AT (XW) + G1 + ηG3 −

G5

η
,

Γ12 = (F + Z1)T L2 + (XW)T D + LT
1 Z2 +

G5

η
, Γ15 = LT

1 (G4 + ηG5 + Z5) − ZT
1 ,

Γ22 = −G1 + LT
2 Z2 + ZT

2 L2 −
G5

η
, Γ25 = LT

2 (G4 + ηG5 + Z5) − ZT
2 ,

Γ44 = −G4 + LT
3 Z4 + ZT

4 L3, Γ45 = LT
3 (G4 + ηG5 + Z5) − ZT

4 ,

Γ55 = −G4 − ηG5 − Z5 − ZT
5 ,

L1 = (JE + M2JA)−1M1JA, L2 = (JE + M2JA)−1M1JD, L3 = (JE + M2JA)−1(JC − M2JD),

M1 =

[
I$ 0
0 0

]
, M2 =

[
0 0
0 In−$

]
.

Remark 3.6. Not only Corollary 3.1 of this paper but also Corollary 1 of [27] can be applied to
analyzing the asymptotic stability of system (2.1). It is worth pointing out that Corollary 1 of [27]
is obtained by using singular system theory, while Corollary 3.1 of this paper is obtained by using
regular neutral system theory. In addition, we find that Corollary 1 of this paper is often better than
Corollary 1 of [27]. In the following, we will give an example to show the advantage of Corollary 3.1
of this paper. Please see Example 4.3 of this paper.

4. Numerical examples

The following three examples are used to show the effectiveness of the results proposed in this
paper.

Example 4.1. Suppose that system (2.1) has the following parameters:

E =

[
1 0
0 0

]
, A =

[
−0.35 0.37
0.75 β

]
, D =

[
−0.15 0.18
0.21 −0.20

]
, C =

[
0.22 0
−0.16 0

]
, U =

[
8 4
4 5

]
.

Set m1 = 2.78, m2 = 0.20, J = I, Y = I, and X =

[
0 0
0 1

]
in this example. For convenience, set

χ = {1, 2, · · · , 5}.
First, we calculate the minimum allowable m3 for some different values of parameter β. Set η =

0.51, T = 15, gk = 0 (k ∈ χ), ĝk = 1.2 (k ∈ χ), ĥ = 10.2, and µ = 0.0001. In addition, set h = 2.44,
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6.43, 8.69, 9.90, and 10.19 when β = −0.9, −1.0, −1.1, −1.2, and −1.3, respectively. Table 1 lists the
values of the minimum allowable m3 obtained by using Theorem 3.1.

Table 1. Minimum allowable m3 for different values of β.

β = −0.9 β = −1.0 β = −1.1 β = −1.2 β = −1.3

Minimum allowable m3 29.6009 18.8339 15.6536 13.9280 12.8905

Second, we calculate the minimum allowable m3 for some different values of parameter η. Set
β = −1.2, T = 15, gk = 0 (k ∈ χ), ĝk = 1.2 (k ∈ χ), ĥ = 10.2, and µ = 0.0001. In addition, set
h = 10.19, 10.12, 9.70, 9.36, and 9.08 when η = 0.21, 0.41, 0.61, 0.81, and 1.01, respectively. Table 2
lists the values of the minimum allowable m3 obtained by using Theorem 3.1.

Table 2. Minimum allowable m3 for different values of η.

η = 0.21 η = 0.41 η = 0.61 η = 0.81 η = 1.01

Minimum allowable m3 12.9122 13.5138 14.3896 15.4533 16.6553

Finally, we employ a figure to further show the effectiveness of Theorem 3.1. Set T = 15, η = 0.51,
β = −1.2, and φ(s) = [0.76,−0.62]T (s ∈ [−0.51, 0]). In addition, set ϑ(t) = zT (t)Uz(t) (t ∈ [0,T ]).
Figure 1 depicts the trajectory of ϑ(t) (t ∈ [0,T ]). From Figure 1, it can be seen that ϑ(t) ≤ 13.9280
for any t ∈ [0,T ], which shows the effectiveness of Theorem 3.1.

0 5 10 15

time  t

 

0

5

10

13.9280

15

(t)

Figure 1. Trajectory of ϑ(t) = zT (t)Uz(t) when β = −1.2 and η = 0.51.

Example 4.2. Suppose that system (2.1) has the following parameters:

E =

[
1 0
0 0

]
, A =

[
−0.26 0.28
0.89 1.27

]
, D =

[
−0.17 0.18
−0.25 0.22

]
, C =

[
0.29 0.21

0 0

]
, U =

[
5 −2
−2 6

]
.

Set m1 = 3.02, J = I, Y = I, and X =

[
0 0
0 1

]
in this example. For convenience, set χ = {1, 2, 3}.
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First, we suppose that the upper bounds of sup
−η≤s≤0

{żT (s)Uż(s)} are unknown. Our purpose is to

calculate the minimum allowable m3 for some different values of parameter η. We can employ
Theorem 3.2 to analyze the finite-time stability problem of the system considered in this example.
When the upper bounds of sup

−η≤s≤0
{żT (s)Uż(s)} are unknown, Theorem 3.3 is invalid. Set T = 15,

gk = 0 (k ∈ χ), ĝk = 1.2 (k ∈ χ), h = 14.24, ĥ = 20.2, and µ = 0.0001. Table 3 lists the values
of the minimum allowable m3 obtained by using Theorem 3.2.

Table 3. Minimum allowable m3 for different values of η.

η=0.5 η=1.0 η=1.5 η=2.0 η=2.5

Minimum allowable m3 99.5581 103.0167 106.7578 109.3732 112.9402

Next, we suppose that sup
−η≤s≤0

{żT (s)Uż(s)} ≤ 0.12. Our purpose is to calculate the minimum allowable

m3 for some different values of parameter η. Set T = 15, gk = 0 (k ∈ χ), ĝk = 1.2 (k ∈ χ), ĥ = 20.2, and
µ = 0.0001. In addition, set h = 7.57, 6.07, 4.96, 4.24, and 3.70 when η = 0.5, 1.0, 1.5, 2.0, and 2.5,
respectively. Table 4 lists the values of the minimum allowable m3 obtained by using Theorem 3.3.

Table 4. Minimum allowable m3 for different values of η.

η=0.5 η=1.0 η=1.5 η=2.0 η=2.5

Minimum allowable m3 7.2112 7.9938 10.2215 11.8405 15.4750

Finally, we employ a figure to further show the effectiveness of Theorems 3.2 and 3.3. Set T = 15,
η = 0.50, and φ(s) = [0.33,−0.54]T (s ∈ [−0.50, 0]). In addition, set ϑ(t) = zT (t)Uz(t) (t ∈ [0,T ]).
Figure 2 depicts the trajectory of ϑ(t) (t ∈ [0,T ]). From Figure 2, it can be seen that ϑ(t) ≤ 7.2112 for
any t ∈ [0,T ], which demonstrates the effectiveness of Theorems 3.2 and 3.3.

0 5 10 15
time  t

0

2

4

6

7.2112

8
(t)

Figure 2. Trajectory of ϑ(t) = zT (t)Uz(t) when η = 0.50.
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Remark 4.1. In Example 4.1, it can be seen that C = JCY = C =

[
0.22 0
−0.16 0

]
. Because C3 , 0,

Theorems 3.2 and 3.3 can be not applied to analyzing the finite-time stability of the system considered
in Example 4.1. In addition, Theorem 3.1 can be not applied to analyzing the finite-time stability of the
system considered in Example 4.2.

For the system considered in Example 4.2, it can be seen from Tables 3 and 4 that Theorem 3.3 is
better than Theorem 3.2 when sup

−η≤s≤0
{żT (s)Uż(s)} ≤ 0.12.

Remark 4.2. The methods presented in this paper can be employed to analyze the finite-time stability
problem of the systems considered in Examples 4.1 and 4.2. However, references [25–42] can be not
applied to analyzing the finite-time stability problem of the systems considered in Examples 4.1 and 4.2
because [25–42] did not study the finite-time stability of singular neutral systems.

Example 4.3. Suppose that system (2.1) has the following parameters:

E =

[
1 0
0 0

]
, A =

[
−0.25 0.30
0.86 β

]
, D =

[
−0.27 0.28
−0.35 0.32

]
, C =

[
0.89 0.81

0 0

]
.

Set J = I, Y = I, and X =

[
0 0
0 1

]
in this example.

We pay attention to the asymptotic stability of the system considered in this example. We calculate
the maximum allowable time delay η for some different values of parameter β. Corollary 3.1 of
this paper and Corollary 1 of [27] can be employed to analyze the stability problem of the system
considered in this example. It can be seen from Table 5 that Corollary 3.1 of this paper is much better
than Corollary 1 of [27].

Table 5. Maximum allowable η for different values of β.

β=0.90 β=1.10 β=1.30 β=1.50 β=1.70

Corollary 3.1 of this paper 0.9973 2.5280 4.2609 4.9613 5.3065

Corollary 1 of [27] - - - - -
Symbol ''-'' means that the method is invalid when η ≥ 0.0001

5. Conclusions

By using the Lyapunov-Krasovskii function approach and regular neutral system theory, this paper
has investigated the finite-time stability for singular neutral systems with time delay. Some sufficient
conditions have been proposed to guarantee the considered systems to be regular, impulse-free, and
finite-time stable. Three numerical examples have been provided to show the effectiveness of the
obtained results. It is noted that Theorem 3.1 is obtained under the condition that C2 = 0 and C4 = 0.
Theorem 3.2, Theorem 3.3, and Corollary 3.1 are obtained under the condition that C3 = 0 and C4 = 0.
One of our future works is to study the finite-time stability for singular neutral systems that do not
satisfy the conditions just mentioned. In addition, studying the finite-time stability for other systems,
such as positive singular neutral systems, fractional-order singular neutral systems, and T-S fuzzy
singular neutral systems, is also our future work.

AIMS Mathematics Volume 9, Issue 10, 26877–26901.



26898

Author contributions

Sheng Wang: Formal analysis, writing-original draft, writing-review & editing; Shaohua Long:
Conceptualization, methodology, formal analysis, writing-original draft, writing-review & editing,
supervision, simulation. All authors have read and approved the final version of the manuscript for
publication.

Acknowledgments

This paper is supported by Chongqing Research Program of Natural Science Foundation (cstc2017
jcyjA0923), and Science and Technology Research Program of Chongqing Education Commission
(KJQN202101129).

Conflicts of interest

The authors have no relevant financial or non-financial interests to disclose.

References

1. L. Dai, Singular control systems, Berlin: Springer, 1989. https://doi.org/10.1007/BFb0002477

2. E. Boukas, Control of singular systems with random abrupt changes, In: Communications and
control engineering, Berlin: Springer, 2008. https://doi.org/10.1007/978-3-540-74345-3

3. X. Chang, X. Wang, L. Hou, New LMI approach to H∞ control of discrete-time singular systems,
Appl. Math. Comput., 474 (2024), 128703. https://doi.org/10.1016/j.amc.2024.128703

4. Y. Kao, Y. Han, Y. Zhu, Z. Shu, Stability analysis of delayed discrete singular
piecewise homogeneous Markovian jump systems with unknown transition probabilities
via sliding-mode approach, IEEE Trans. Automat. Control, 69 (2023), 315–322.
https://doi.org/10.1109/TAC.2023.3262444

5. S. Xu, P. Dooren, R. Stefan, J. Lam, Robust stability and stabilization for singular systems with
state delay and parameter uncertainty, IEEE Trans. Automat. Control, 47 (2002), 1122–1128.
https://doi.org/10.1109/TAC.2002.800651

6. Z. Feng, X. Zhang, J. Lam, C. Fan, Estimation of reachable set for switched singular
systems with time-varying delay and state jump, Appl. Math. Comput., 456 (2023), 128132.
https://doi.org/10.1016/j.amc.2023.128132

7. Z. Feng, H. Zhang, R. Li, State and static output feedback control of singular Takagi-Sugeno
fuzzy systems with time-varying delay via proportional plus derivative feedback, Inform. Sci., 608
(2022), 1334–1351. https://doi.org/10.1016/j.ins.2022.07.005

8. H. Zhou, S. Li, J. H. Park, W. Li, Intermittent sampled-data stabilization of highly nonlinear
delayed stochastic networks via periodic self-triggered strategy, IEEE Trans. Automat. Control,
2024, 1–8. https://doi.org/10.1109/TAC.2024.3393839

AIMS Mathematics Volume 9, Issue 10, 26877–26901.

https://dx.doi.org/https://doi.org/10.1007/BFb0002477
https://dx.doi.org/https://doi.org/10.1007/978-3-540-74345-3
https://dx.doi.org/https://doi.org/10.1016/j.amc.2024.128703
https://dx.doi.org/https://doi.org/10.1109/TAC.2023.3262444
https://dx.doi.org/https://doi.org/10.1109/TAC.2002.800651
https://dx.doi.org/https://doi.org/10.1016/j.amc.2023.128132
https://dx.doi.org/https://doi.org/10.1016/j.ins.2022.07.005
https://dx.doi.org/https://doi.org/10.1109/TAC.2024.3393839


26899

9. T. Li, J. Zhao, Y. Qi, Switching design of stabilising switched neutral systems with
application to lossless transmission lines, IET Control Theory Appl., 8 (2014), 2082–2091.
https://doi.org/10.1049/iet-cta.2014.0276

10. J. Wang, Q. Zhang, D. Xiao, Output strictly passive control of uncertain singular neutral systems,
Math. Probl. Eng., 2015 (2015), 591854. https://doi.org/10.1155/2015/591854

11. K. P. Hadeler, Neutral delay equations from and for population dynamics, Electron. J. Qual. Theory
Differ. Equ., 11 (2008), 1–18.

12. J. Cullum, A. Ruehli, T. Zhang, A method for reduced-order modeling and simulation of large
interconnect circuits and its application to PEEC models with retardation, IEEE Trans. Circuits
Syst. II. Analog Digit. Signal Process., 47 (2000), 261–273. https://doi.org/10.1109/82.839662

13. S. Li, X. Wang, H. Qin, S. Zhong, Synchronization criteria for neutral-type quaternion-
valued neural networks with mixed delays, AIMS Mathematics, 6 (2021), 8044–8063.
https://doi.org/10.3934/math.2021467

14. B. Meesuptong, P. Singkibud, P. Srisilp, K. Mukdasai, New delay-range dependent exponential
stability criterion and H∞ performance for neutral-type nonlinear system with mixed time-varying
delays, AIMS Mathematics, 8 (2023), 691–712. https://doi.org/10.3934/math.2023033

15. L. Zhang, X. Zhao, N. Zhao, Real-time reachable set control for neutral singular Markov jump
systems with mixed delays, IEEE Trans. Circuits Syst. II. Exp. Briefs, 69 (2021), 1367–1371.
https://doi.org/10.1109/TCSII.2021.3118075

16. H. Chen, P. Shi, C. Lim, Stability analysis of time-varying neutral stochastic hybrid delay system,
IEEE Trans. Automat. Control, 68 (2022), 5576–5583. https://doi.org/10.1109/TAC.2022.3220517

17. K. Hoshino, Application of finite-time stabilization to position control of quadcopters, In: 2018
15th International conference on control, automation, robotics and vision (ICARCV), Singapore,
2018, 60–65. https://doi.org/10.1109/ICARCV.2018.8581351

18. G. Chen, Y. Yang, Finite-time stability of switched positive linear systems, Internat. J. Robust
Nonlinear Control, 24 (2014), 179–190. https://doi.org/10.1002/rnc.2870

19. F. Amato, M. Ariola, P. Dorato, Finite-time control of linear systems subject to parametric
uncertainties and disturbances, Automatica, 37 (2001), 1459–1463. https://doi.org/10.1016/S0005-
1098(01)00087-5

20. Y. Wang, L. Xiao, Y. Guo, Finite-time stability of singular switched systems with a time-
varying delay based on an event-triggered mechanism, AIMS Mathematics, 8 (2023), 1901–1924.
https://doi.org/10.3934/math.2023098

21. C. Ren, S. He, Finite-time stabilization for positive Markovian jumping neural networks, Appl.
Math. Comput., 365 (2020), 124631. https://doi.org/10.1016/j.amc.2019.124631

22. X. Zhang, S. He, V. Stojanovic, X. Luan, F. Liu, Finite-time asynchronous dissipative filtering
of conic-type nonlinear Markov jump systems, Sci. China Inf. Sci., 64 (2021), 152206.
https://doi.org/10.1007/s11432-020-2913-x

23. L. Wang, Z. Wu, T. Huang, P. Chakrabarti, W. Che, Finite-time observability of Boolean networks
with Markov jump parameters under mode-dependent pinning control, IEEE Trans. Syst. Man
Cybernet. Syst., 54 (2024), 245–254. https://doi.org/10.1109/TSMC.2023.3304843

AIMS Mathematics Volume 9, Issue 10, 26877–26901.

https://dx.doi.org/https://doi.org/10.1049/iet-cta.2014.0276
https://dx.doi.org/https://doi.org/10.1155/2015/591854
https://dx.doi.org/https://doi.org/10.1109/82.839662
https://dx.doi.org/https://doi.org/10.3934/math.2021467
https://dx.doi.org/https://doi.org/10.3934/math.2023033
https://dx.doi.org/https://doi.org/10.1109/TCSII.2021.3118075
https://dx.doi.org/https://doi.org/10.1109/TAC.2022.3220517
https://dx.doi.org/https://doi.org/10.1109/ICARCV.2018.8581351
https://dx.doi.org/https://doi.org/10.1002/rnc.2870
https://dx.doi.org/https://doi.org/10.1016/S0005-1098(01)00087-5
https://dx.doi.org/https://doi.org/10.1016/S0005-1098(01)00087-5
https://dx.doi.org/https://doi.org/10.3934/math.2023098
https://dx.doi.org/https://doi.org/10.1016/j.amc.2019.124631
https://dx.doi.org/https://doi.org/10.1007/s11432-020-2913-x
https://dx.doi.org/https://doi.org/10.1109/TSMC.2023.3304843


26900

24. S. Rathinasamy, S. Murugesan, F. Alzahrani, Y. Ren, Quantized finite-time non-fragile filtering for
singular Markovian jump systems with intermittent measurements, Circuits Syst. Signal Process.,
38 (2019), 3971–3995. https://doi.org/10.1007/s00034-019-01046-9

25. S. Long, Y. Zhang, S. Zhong, New results on the stability and stabilization for
singular neutral systems with time delay, Appl. Math. Comput., 473 (2024), 128643.
https://doi.org/10.1016/j.amc.2024.128643

26. W. Chen, F. Gao, J. She, W. Xia, Further results on delay-dependent stability for neutral
singular systems via state decomposition method, Chaos Solitons Fract., 141 (2020), 110408.
https://doi.org/10.1016/j.chaos.2020.110408

27. S. Long, Y. Wu, S. Zhong, D. Zhang, Stability analysis for a class of neutral type
singular systems with time-varying delay, Appl. Math. Comput., 339 (2018), 113–131.
https://doi.org/10.1016/j.amc.2018.06.058

28. J. Wang, Q. Zhang, D. Xiao, F. Bai, Robust stability analysis and stabilisation of
uncertain neutral singular systems, Internat. J. Systems Sci., 47 (2016), 3762–3771.
https://doi.org/10.1080/00207721.2015.1120905

29. J. Wang, Q. Zhang, D. Xiao, PD feedback H∞ control for uncertain singular neutral systems, Adv.
Differ. Equ., 2016 (2016), 26. https://doi.org/10.1186/s13662-016-0749-y

30. W. Chen, J. Lu, G. Zhuang, F. Gao, Z. Zhang, S. Xu, Further results on stabilization for neutral
singular Markovian jump systems with mixed interval time-varying delays, Appl. Math. Comput.,
420 (2022), 126884. https://doi.org/10.1016/j.amc.2021.126884

31. W. Chen, G. Zhuang, S. Xu, G. Liu, Y. Li, Z. Zhang, New results on stabilization for neutral
type descriptor hybrid systems with time-varying delays, Nonlinear Anal. Hybrid Syst., 45 (2022),
101172. https://doi.org/10.1016/j.nahs.2022.101172

32. G. Zhuang, J. Xia, J. Feng, B. Zhang, J. Lu, Z. Wang, Admissibility analysis and stabilization
for neutral descriptor hybrid systems with time-varying delays, Nonlinear Anal. Hybrid Syst., 33
(2019), 311–321. https://doi.org/10.1016/j.nahs.2019.03.009

33. S. Long, S. Zhong, H. Guan, D. Zhang, Exponential stability analysis for a class of neutral singular
Markovian jump systems with time-varying delays, J. Franklin Inst., 356 (2019), 6015–6040.
https://doi.org/10.1016/j.jfranklin.2019.04.036

34. H. Wang, Y. Wang, G. Zhuang, Asynchronous H∞ controller design for neutral singular Markov
jump systems under dynamic event-triggered schemes, J. Franklin Inst., 358 (2021), 494–515.
https://doi.org/10.1016/j.jfranklin.2020.10.034

35. P. Niamsup, V. N. Phat, A new result on finite-time control of singular linear time-delay systems,
Appl. Math. Lett., 60 (2016), 1–7. https://doi.org/10.1016/j.aml.2016.03.015

36. S. Long, L. Zhou, S. Zhong, D. Liao, An improved result for the finite-time stability
of the singular system with time delay, J. Franklin Inst., 359 (2022), 9006–9021.
https://doi.org/10.1016/j.jfranklin.2022.09.018

37. N. T. Thanh, P. Niamsup, V. N. Phat, Finite-time stability of singular nonlinear switched time-
delay systems: A singular value decomposition approach, J. Franklin Inst., 354 (2017), 3502–3518.
https://doi.org/10.1016/j.jfranklin.2017.02.036

AIMS Mathematics Volume 9, Issue 10, 26877–26901.

https://dx.doi.org/https://doi.org/10.1007/s00034-019-01046-9
https://dx.doi.org/https://doi.org/10.1016/j.amc.2024.128643
https://dx.doi.org/https://doi.org/10.1016/j.chaos.2020.110408
https://dx.doi.org/https://doi.org/10.1016/j.amc.2018.06.058
https://dx.doi.org/https://doi.org/10.1080/00207721.2015.1120905
https://dx.doi.org/https://doi.org/10.1186/s13662-016-0749-y
https://dx.doi.org/https://doi.org/10.1016/j.amc.2021.126884
https://dx.doi.org/https://doi.org/10.1016/j.nahs.2022.101172
https://dx.doi.org/https://doi.org/10.1016/j.nahs.2019.03.009
https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2019.04.036
https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2020.10.034
https://dx.doi.org/https://doi.org/10.1016/j.aml.2016.03.015
https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2022.09.018
https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2017.02.036


26901

38. N. H. Thanh, V. N. Phat, P. Niamsup, Criteria for robust finite-time stabilisation of linear singular
systems with interval time-varying delay, IET Control Theory Appl., 11 (2017), 1968–1975.
https://doi.org/10.1049/iet-cta.2017.0048

39. X. Yang, X. Li, J. Cao, Robust finite-time stability of singular nonlinear systems
with interval time-varying delay, J. Franklin Inst., 355 (2018), 1241–1258.
https://doi.org/10.1016/j.jfranklin.2017.12.018

40. L. Li, Q. Zhang, Finite-time H∞ control for singular Markovian jump systems
with partly unknown transition rates, Appl. Math. Model., 40 (2016), 302–314.
https://doi.org/10.1016/j.apm.2015.04.044

41. S. Li, Y. Ma, Finite-time dissipative control for singular Markovian jump systems
via quantizing approach, Nonlinear Anal. Hybrid Syst., 27 (2018), 323–340.
https://doi.org/10.1016/j.nahs.2017.10.007

42. Y. Ma, X. Jia, D. Liu, Finite-time dissipative control for singular discrete-time Markovian jump
systems with actuator saturation and partly unknown transition rates, Appl. Math. Model., 53
(2018), 49–70. https://doi.org/10.1016/j.apm.2017.07.035

43. Y. Li, Y. He, W. Lin, M. Wu, Reachable set estimation for singular systems via state decomposition
method, J. Franklin Inst., 357 (2020), 7327–7342. https://doi.org/10.1016/j.jfranklin.2020.04.031

44. Y. Zhao, Y. Ma, Asynchronous H∞ control for hidden singular Markov jump systems with
incomplete transition probabilities via state decomposition approach, Appl. Math. Comput., 407
(2021), 126304. https://doi.org/10.1016/j.amc.2021.126304

45. Y. Li, Y. He, Dissipativity analysis for singular Markovian jump systems with time-varying
delays via improved state decomposition technique, Inform. Sci., 580 (2021), 643–654.
https://doi.org/10.1016/j.ins.2021.08.092

© 2024 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0)

AIMS Mathematics Volume 9, Issue 10, 26877–26901.

https://dx.doi.org/https://doi.org/10.1049/iet-cta.2017.0048
https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2017.12.018
https://dx.doi.org/https://doi.org/10.1016/j.apm.2015.04.044
https://dx.doi.org/https://doi.org/10.1016/j.nahs.2017.10.007
https://dx.doi.org/https://doi.org/10.1016/j.apm.2017.07.035
https://dx.doi.org/https://doi.org/10.1016/j.jfranklin.2020.04.031
https://dx.doi.org/https://doi.org/10.1016/j.amc.2021.126304
https://dx.doi.org/https://doi.org/10.1016/j.ins.2021.08.092
https://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminaries
	Main results
	Numerical examples
	Conclusions

