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#### Abstract

In this article, the meshfree radial basis function method based on the Gaussian function is proposed for some time-space dependent fractional order partial differential equation (PDE) models. These PDE models have significant applications in chemical engineering and physical science. Some main advantages of the proposed method are that it is easy to implement, and the output response is quick and highly accurate, especially in the higher dimension. In this method, the time-dependent derivative terms are treated by Caputo fractional derivative while space-dependent derivative terms are treated by Riesz, Riemann-Liouville, and Grünwald-Letnikov derivatives. The proposed method is tested on some numerical examples and the accuracy is analyzed by $\|L\|_{\infty}$.
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## 1. Introduction

The advection-dispersion equation has arisen in many chemical engineering and physical models [1]. In earth sciences, it is used as a solute transport water flow in surface and subsurface, stream, groundwater, ocean currents and deep river flows. Solute transport in streams, groundwater and rivers is controlled by heterogeneity or physical features in different levels. In the past, the advectiondispersion equation has been successfully used for mobile-immobile or transient storage models. In recent times, researchers highlighted the necessity of transport models from which heterogeneity and connectivity of spatial features inside solute transport can be described better. In porous media, the
transport flow is controlled by advection and dispersion equations which will predict a breakthrough curve [2].

The study of numerical models of solute transport is a basic aspect in parameter reconnaissance at both field and micro scales. The characterization of motion of solute transport is measured by the application of the advection-dispersion equation in porous media. However, there is some evidence that the advection-dispersion model failed to explain transport in heterogeneous, fractured and even in homogeneous media. The advection-dispersion and mobile immobile have fitted in breakthrough curves [3]. In both fractured and porous media, the results show that the mobile-immobile model is better than the advection-dispersion model, especially in explaining long tails and peaks of breakthrough curves. Because of such reasons, in tough-walled fracture, the mobile-immobile model is more effective than in smooth-walled fracture. The single-rate mobile-immobile model appears as the advection-dispersion model transport in the mobile region, whereas the transport in the immobile region by diffusion, making physical non-equilibrium [3-7].

Most scientific phenomena are formed through the fractional PDEs, which are either linear or nonlinear. PDEs with fractional orders are now becoming a useful study in the fields of physics, acoustics, engineering, chemistry, viscoelasticity, and biology [8-12].

For solute transport, the fractional mobile immobile advection-dispersion equation assumes power law waiting in the immobile region, yielding a fractional order in terms of time derivative. The fractional-order models are equipollent to non-fractional mobile-immobile transport with power law memory functions. There are some numerical methods used to study the mobile-immobile advectiondispersion model (see [13-17]). The advection-dispersion mobile-immobile model [13] is given by

$$
\begin{equation*}
r_{1} w_{\tau}(v, \tau)+r_{2} \mathbb{D}_{\tau}^{\zeta(v, \tau)} w(v, \tau)=r_{3} \mathbb{D}_{v}^{\xi_{1}(v, \tau)} w(v, \tau)+r_{4} \mathbb{D}_{v}^{\xi_{2}(v, \tau)} w(v, \tau)+R(v, \tau) \tag{1.1}
\end{equation*}
$$

with the following initial and boundary conditions:

$$
\begin{gather*}
w(v, 0)=f(v), \quad v \in[a, b],  \tag{1.2}\\
w(a, \tau)=f_{1}(\tau), \quad w(b, \tau)=f_{2}(\tau), \quad \tau \in[0, T], \tag{1.3}
\end{gather*}
$$

where $r_{1}, r_{2}, r_{3}$ and $r_{4}$ are constants, and $R(v, \tau)$ is known function. Also, $0<\zeta(v, \tau) \leq 1,1<$ $\xi_{1}(v, \tau) \leq 2$ and $0<\xi_{2}(v, \tau) \leq 1$ are the time and space-dependent derivative orders of corresponding terms of $\mathrm{Eq}(1.1), \mathbb{D}_{v}^{\xi(v, \tau)}$ w.r.t. $v$ in domain $D$.

There are two types of numerical methods to deal with the PDE models. One is meshgrid method and the other one is meshfree method (see [18-23]). Currently, the meshfree methods are getting more attention of researchers to find numerical solutions to the PDEs, especially in fractional orders. Because meshfree methods do not require meshing, these methods only need uniform distributed nodes in the domain. The accuracy of meshfree methods is higher and less time-consuming than meshgrid methods. The homotopy analysis [24,25], Variational iteration method [26], Spectral method [27], Adomian decomposition method [28,29] and Radial basis function method [30,31] are some well known meshfree methods.

In this research article, our focus is on the implementation of the radial basis function (RBF) method. Its implementation is easy in initial and boundary value problems and the choice of generating functions is also open. The meshfree radial basis function (RBF) method is used in both local and global forms. The RBF method is implemented through some generating functions such as
multiquadric, inverse multiquadric, inverse quadric and Gaussian. The main issue of these functions is the choice of shape parameter, which is an open choice and necessary for the best numerical results. This issue sometimes creates problems to find the numerical results, especially in higher dimensions. However, in Gaussian, the choice of shape parameter is not very challenging. The shape parameter $c=\frac{1}{\sqrt{2} \sigma^{2}}$, where $\sigma$ is the variance between scattered data $\left\{v_{i}, i=1,2, \cdots, M\right\}$ and mean or center $\bar{v}$ of the data (see [32]). Many researchers implemented RBF method on various PDE models. For example, Hosseini et al. [33] used RBF method to find the approximate solution of the fractional telegraph equation. Samad et al. [34] used RBF method to find the numerical solution of multi-term fractionalorder PDEs. Similarly, Wang et al. [35, 36], Khan et al. [37], Ali et al. [38] and Nikan et al. [19, 20] have used meshfree RBF method to test the numerical results of various PDE models.

The current article covers the study of numerical solution of some time-space-dependent order PDE models using the Gaussian radial basis function (GA-RBF). The space derivatives are dealt with by Riesz fractional derivative and Grünwald-Letnikov derivative definitions. The time derivatives are iterated by the Caputo fractional derivative. The stability of the scheme is discussed in Section 3, whereas the numerical results are given in Section 4.

## 2. Materials and methods

### 2.1. Time derivatives

Let $\delta \tau$ be the time interval for $\tau \in[0, T]$, then $\tau_{n}=n \delta \tau$ for $n=0,1,2, \cdots, N$.
Definition 2.1. For any variable order $\zeta(\nu, \tau)$, the Coimbra operator $\mathbb{D}$ is defined [39] by

$$
\mathbb{D}_{\tau}^{\zeta(v, \tau)} w(v, \tau)=\frac{\int_{0_{+}}^{\tau}(\tau-\mu)^{-\zeta(v, \tau)} \frac{\partial w(v, \mu)}{\partial \mu} d \mu}{\Gamma(1-\zeta(v, \tau))}+\frac{\left(w\left(v, \tau_{0_{+}}\right)-w\left(v, \tau_{0_{-}}\right)\right)^{-\zeta(v, \tau)}}{\Gamma(1-\zeta(v, \tau))},
$$

where $0<\zeta(\nu, \tau)<1$. The Caputo fractional derivative can be expressed from Coimbra fractional derivative operator if $w\left(v, \tau_{0_{+}}\right)=w\left(v, \tau_{0_{-}}\right)$, i.e.,

$$
\mathbb{D}_{\tau}^{\zeta(v, \tau)} w(v, \tau)=\frac{1}{\Gamma(1-\zeta(v, \tau))} \int_{0_{+}}^{\tau}(\tau-\mu)^{-\zeta(\nu, \tau)} \frac{\partial w(v, \mu)}{\partial \mu} d \mu .
$$

Using finite difference method to discretize the time fractional term of Eq (1.1),

$$
\begin{aligned}
\mathbb{D}_{\tau}^{\zeta(v, \tau)} w\left(v, \tau_{n+1}\right) & =\frac{1}{\Gamma(1-\zeta(v, \tau))} \int_{0}^{\tau_{n+1}} \frac{\partial w(v, \mu)}{\partial \mu}\left(\tau_{n+1}-\mu\right)^{-\zeta(v, \tau)} d \mu \\
& =\frac{1}{\Gamma(1-\zeta(v, \tau))} \sum_{k=0}^{n} \int_{\tau_{k}}^{\tau_{k+1}} \frac{\partial w(v, \tau)}{\partial \mu} \frac{d \mu}{\left(\tau_{k+1}-\mu\right)^{\zeta(v, \tau)}} \\
& =\frac{1}{\Gamma(1-\zeta(v, \tau))} \sum_{k=0}^{n} \frac{w\left(v, \tau_{k+1}\right)-w\left(v, \tau_{k}\right)}{\delta \tau} \int_{\tau_{k}}^{\tau_{k+1}} \frac{d \mu}{\left(\tau_{k+1}-\mu\right)^{\zeta(v, \tau)}}+\rho_{\delta \tau}^{k+1} \\
& =\frac{1}{\Gamma(1-\zeta(v, \tau))} \sum_{k=0}^{n} \frac{w\left(v, \tau_{k+1}\right)-w\left(v, \tau_{k}\right)}{\delta \tau} \int_{\tau_{n-k}}^{\tau_{n+1-k}} \frac{d \varrho}{\varrho^{\zeta(v, \tau)}}+\rho_{\delta \tau}^{n+1} \\
& =\frac{1}{\Gamma(2-\zeta(v, \tau))} \sum_{k=0}^{n} \frac{w\left(v, \tau_{n-k+1}\right)-w\left(v, \tau_{n-k}\right)}{(\delta \tau)^{\zeta(v, \tau)}}\left[(k+1)^{1-\zeta(v, \tau)}-(k)^{1-\zeta(v, \tau)}\right]+\rho_{\delta \tau}^{n+1} .
\end{aligned}
$$

Thus, the time discretization for Eq (1.1) is

$$
\begin{align*}
& r_{1} w_{\tau}(v, \tau)+r_{2} \mathbb{D}_{\tau}^{\zeta(v, \tau)} w(v, \tau) \\
= & \frac{r_{1}}{\delta \tau}\left(w^{n+1}-w^{n}\right)+\frac{r_{2} \delta \tau^{\zeta \zeta(v, \tau)}}{\Gamma(2-\zeta(v, \tau))}\left(w^{n+1}-w^{n}\right)+\frac{r_{2} \delta \tau^{-\zeta(v, \tau)}}{\Gamma(2-\zeta(\nu, \tau))}\left(\sum_{k=1}^{n} \delta_{k}\left(w^{n+1-k}-w^{n-k}\right)\right), \tag{2.1}
\end{align*}
$$

where $\delta_{k}=(k+1)^{1-\zeta(\nu, \tau)}-k^{1-\zeta(\nu, \tau)}$ and the truncation error $\rho_{\delta \tau}^{n+1}$ is bounded (see [34]).
Lemma 2.1. $\delta_{k}=(k+1)^{1-\zeta(\nu, \tau)}-k^{1-\zeta(\nu, \tau)}$ has the following properties for $k=0,1,2, \cdots$.
(i) $\delta_{0}=1, \delta_{k}>0$,
(ii) $\delta_{k} \geq \delta_{k+1}$.

Let $R_{1}=\frac{r_{1}}{\delta \tau}$ and $R_{2}=\frac{r_{2} \delta \tau-\zeta(\gamma, \tau)}{\Gamma(2-\zeta(\nu, \tau))}$, then $\mathrm{Eq}(2.1)$ is written as

$$
\begin{equation*}
r_{1} w_{\tau}(v, \tau)+r_{2} \mathbb{D}_{\tau}^{\zeta(v, \tau)} w(v, \tau)=\left(R_{1}+R_{2}\right)\left[w^{n+1}-w^{n}\right]+R_{2} \sum_{k=1}^{n} \delta_{k}\left(w^{n+1-k}-w^{n-k}\right) . \tag{2.2}
\end{equation*}
$$

### 2.2. Space discretization

### 2.2.1. RBF method

Let the solution of $\mathrm{Eq}(1.1)$ at $n$-time level be

$$
\begin{equation*}
w\left(\nu, \tau_{n}\right)=\sum_{m=1}^{M} \mu_{m}^{n} \varphi\left(r_{m}\right), \tag{2.3}
\end{equation*}
$$

where $r_{m}=\left\|v-v_{m}\right\|, v_{m}$ are the centers of $v$, and $\|\cdot\|$ is the Euclidean norm. Then, for the collocation points $\left\{v_{i}: 1 \leq i \leq M\right\}$, $\operatorname{Eq}(2.3)$ can be written as

$$
\begin{equation*}
w\left(v_{i}, \tau_{n}\right)=\sum_{m=1}^{M} \mu_{m}^{n} \varphi\left(r_{i m}\right), \tag{2.4}
\end{equation*}
$$

where $r_{i m}=\left\|v_{i}-v_{m}\right\|$. The Gaussian function [32] for the proposed method is given by

$$
\varphi\left(r_{m}\right)=\exp \left(-c r_{m}^{2}\right),
$$

where $c$ is the shape parameter. The value of the shape parameter can be adjusted [32] by the equation $c=\frac{1}{\sqrt{2} \sigma^{2}}$, where $\sigma^{2}$ is the variance between $v_{i}$ and the centers $v_{m}$. Thus, the matrix form of Eq (2.4) is obtained by

$$
\left[\begin{array}{c}
w\left(v_{1}, \tau_{n}\right)  \tag{2.5}\\
w\left(v_{2}, \tau_{n}\right) \\
\vdots \\
w\left(v_{M}, \tau_{n}\right)
\end{array}\right]=\left[\begin{array}{cccc}
\exp \left(-c r_{11}^{2}\right) & \exp \left(-c r_{12}^{2}\right) & \cdots & \exp \left(-c r_{1 M}^{2}\right) \\
\exp \left(-c r_{21}^{2}\right) & \exp \left(-c r_{22}^{2}\right) & \cdots & \exp \left(-c r_{2 M}^{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\exp \left(-c r_{M 1}^{2}\right) & \exp \left(-c r_{M 2}^{2}\right) & \cdots & \exp \left(-c r_{M M}^{2}\right)
\end{array}\right] \times\left[\begin{array}{c}
\mu_{1}^{n} \\
\mu_{2}^{n} \\
\vdots \\
\mu_{M}^{n}
\end{array}\right]
$$

Let $A=\left\{\exp \left(-c r_{i m}^{2}\right), 1 \leq i, m \leq M\right\}, w^{n}=\left\{w\left(\nu_{1}, \tau_{n}\right), w\left(\nu_{2}, \tau_{n}\right), \cdots, w\left(v_{M}, \tau_{n}\right)\right\}^{T}$ and $\mu^{n}=$ $\left\{\mu_{1}^{n}, \mu_{2}^{n}, \cdots, \mu_{M}^{n}\right\}^{T}$. Then, equation (2.5) is obtained by

$$
\begin{equation*}
w^{n}=A \mu^{n} . \tag{2.6}
\end{equation*}
$$

Since $A$ is invertible (see [33-36]),

$$
\begin{equation*}
\mu^{n}=A^{-1} w^{n} \tag{2.7}
\end{equation*}
$$

Also, $A$ can be split into $A_{b}$ and $A_{d}$ such that $A_{b}=\left\{\varphi\left(r_{i m}\right), i=1, M, 1 \leq m \leq M, 0\right.$ elsewhere $\}$ and $A_{d}=\left\{\varphi\left(r_{i m}\right), 2 \leq i \leq M-1,1 \leq m \leq M, 0\right.$ elsewhere $\}$.

### 2.2.2. Space derivatives

Applying $\theta$-weighted method to Eq (1.1) at time levels $n$ and $n+1$,

$$
\begin{align*}
r_{1} w_{\tau}\left(v, \tau_{n}\right)+r_{2} \mathbb{D}_{\tau}^{\zeta\left(v, \tau_{n}\right)} w\left(v, \tau_{n}\right)= & \theta\left(r_{3} \mathbb{D}_{v}^{\xi_{1}\left(v, \tau_{n+1}\right)} w\left(v, \tau_{n+1}\right)+r_{4} \mathbb{D}_{v}^{\xi_{2}\left(v, \tau_{n+1}\right)} w\left(v, \tau_{n+1}\right)\right)  \tag{2.8}\\
& +(1-\theta)\left(r_{3} \mathbb{D}_{v}^{\xi_{1}\left(v, \tau_{n}\right)} w\left(v, \tau_{n}\right)+r_{4} \mathbb{D}_{v}^{\xi_{2}\left(v, \tau_{n}\right)} w\left(v, \tau_{n}\right)\right)+R\left(v, \tau_{n+1}\right),
\end{align*}
$$

where $0 \leq \theta \leq 1$.
Lemma 2.2. If $w(v, \tau) \in L_{1}(\Omega)$ and $\mathbb{D}_{v}^{\xi(v, \tau)} w(v, \tau) \in C(\Omega)$, where $0 \leq p-1<\xi(v, \tau)<p$, then the normalized Grünwald-Letnikov approximation is obtained by

$$
\begin{align*}
& { }_{a} \mathbb{D}_{v}^{\xi\left(v_{i}, \tau_{n}\right)} w\left(v_{i}, \tau_{n}\right)=(\delta v)^{-\xi\left(v_{i}, \tau_{n}\right)} \sum_{j=0}^{i-1} \psi_{j}\left(\xi\left(v_{i}, \tau_{n}\right)\right) w\left(v_{i-j}, \tau_{n}\right)+O(\delta v),  \tag{2.9}\\
& { }_{v} \mathbb{D}_{b}^{\xi\left(v_{i}, \tau_{n}\right)} w\left(v_{i}, \tau_{n}\right)=(\delta v)^{-\xi\left(v_{i}, \tau_{n}\right)} \sum_{j=0}^{M-i} \psi_{j}\left(\xi\left(v_{i}, \tau_{n}\right)\right) w\left(v_{i+j}, \tau_{n}\right)+O(\delta v), \tag{2.10}
\end{align*}
$$

where $\psi_{j}\left(\xi\left(v_{i}, \tau_{n}\right)\right)=\frac{\Gamma\left(j-\xi\left(v_{i}, \tau_{n}\right)\right)}{\Gamma(j+1) \Gamma\left(-\xi\left(v_{i}, \tau_{n}\right)\right)}, i=1,2, \cdots, M$ are the number of collocation nodes, $j=$ $0,1,2, \cdots$.

Lemma 2.3. For $1 \leq i \leq M, 0 \leq n \leq N$, the coefficients $\psi_{j}\left(\xi_{i}^{n}\right)$ satisfy the following properties for $1<\xi(\nu, \tau) \leq 2$.
(i) $\psi_{0}\left(\xi_{i}^{n}\right)=1, \psi_{1}\left(\xi_{i}^{n}\right)<0$,
(ii) $\psi_{j}\left(\xi_{i}^{n}\right)>0$ for $j \geq 2$,
(iii) $\sum_{j=0}^{\infty} \psi_{j}\left(\xi_{i}^{n}\right)=0, \sum_{j=0}^{\lambda} \psi_{j}\left(\xi_{i}^{n}\right)<0$ for $\lambda \geq 1$.

Proof. Since for $j \geq 0, \psi_{j}\left(\xi_{i}^{n}\right)=\frac{\Gamma\left(j-\xi_{i}^{n}\right)}{\Gamma(j+1) \Gamma\left(-\xi_{i}^{n}\right)}$, it is easy to verify (i) by putting $j=0,1$. Also,

$$
\psi_{j+1}\left(\xi_{i}^{n}\right)=\frac{\Gamma\left(j+1-\xi_{i}^{n}\right)}{\Gamma(j+2) \Gamma\left(-\xi_{i}^{n}\right)}=\frac{\left(j-\xi_{i}^{n}\right)}{(j+1)} \frac{\Gamma\left(j-\xi_{i}^{n}\right)}{\Gamma(j+1) \Gamma\left(-\xi_{i}^{n}\right)}=\frac{j-\xi_{i}^{n}}{j+1} \psi_{j}\left(\xi_{i}^{n}\right),
$$

for $1<\xi_{i}^{n} \leq 2$ it is clear from above that $\psi_{j}\left(\xi_{i}^{n}\right)>0$ for $j \geq 0$. Hence, (ii) is satisfied. Also, consider $(1-y)^{\xi_{i}^{n}}=\sum_{j=0}^{\infty} \psi_{j}\left(\xi_{i}^{n}\right) y^{j}$ and let $y=1$, we obtain $\sum_{j=0}^{\infty} \psi_{j}\left(\xi_{i}^{n}\right)=0$. Further, $\sum_{j=0}^{\lambda} \psi_{j}\left(\xi_{i}^{n}\right)<0$ for $\lambda \geq 1$.
Lemma 2.4. For $0<\xi(v, \tau) \leq 1$, the coefficients $\left\{\psi_{j}\left(\xi_{i}^{n}\right), 1 \leq i \leq M, 0 \leq n \leq N\right\}$ satisfy the following properties:
(i) $\psi_{0}\left(\xi_{i}^{n}\right)=1, \psi_{j}\left(\xi_{i}^{n}\right)<0$ for $j \geq 1$,
(ii) $\sum_{j=0}^{\infty} \psi_{j}\left(\xi_{i}^{n}\right)=0, \sum_{j=0}^{\lambda} \psi_{j}\left(\xi_{i}^{n}\right)>0$ for $\lambda \geq 1$.

Proof. Similar to Lemma 2.3.
Now, from Eqs (2.9) and (2.10), and according to the Riesz fractional derivative operator [40], we have

$$
\mathbb{D}_{v}^{\xi\left(v_{i}, \tau_{n}\right)} w\left(v_{i}, \tau_{n}\right)=C_{\xi\left(v_{i}, \tau_{n}\right)}\left(a \mathbb{D}_{v}^{\xi\left(v_{i}, \tau_{n}\right)}+{ }_{v} \mathbb{D}_{b}^{\xi\left(v_{i}, \tau_{n}\right)}\right) w\left(v_{i}, \tau_{n}\right),
$$

where $C_{\xi\left(v_{i}, \tau_{n}\right)}=\frac{1}{-2 \cos \frac{\left.\pi \xi V_{V}, \tau_{n}\right)}{2}}$. For $i=1,2, \cdots, M$ and $m=j+1$, using Eq (2.9), we have

$$
\begin{equation*}
{ }_{a} \mathbb{D}_{v}^{\xi\left(v_{i}, \tau_{n}\right)} w\left(v_{i}, \tau_{n}\right)=\left(h_{i}^{n} * G^{n}(i, m)\right) w\left(v_{i}, \tau_{n}\right), \tag{2.11}
\end{equation*}
$$

and from Eq (2.10),

$$
\begin{equation*}
v_{v} \mathbb{D}_{b}^{\xi\left(v_{i}, \tau_{n}\right)} w\left(v_{i}, \tau_{n}\right)=\left(h_{i}^{n} * G_{T}^{n}(i, m)\right) w\left(v_{i}, \tau_{n}\right), \tag{2.12}
\end{equation*}
$$

where ' ${ }^{\prime}$ ' shows the product of the $i$-th component of $h_{i}$ with corresponding row of either $G(i, m)$ or $G_{T}(i, m)$ at $n$ time level. $h_{i}^{n}=C_{\xi\left(v_{i}, \tau_{n}\right)} *(\delta v)^{-\xi\left(\nu_{i}, \tau_{n}\right)}$.

$$
G(i, m)=\left\{\begin{array}{l}
0, \quad \text { for } i<m, \\
1, \quad \text { for } i=m, \\
\frac{\Gamma\left(i-m+1-\xi\left(v_{i}, \tau_{n}\right)\right)}{\Gamma(i-m+2) \Gamma\left(-\xi\left(v_{i}, \tau_{n}\right)\right)}, \quad \text { for } i>m,
\end{array}\right.
$$

and $G_{T}$ is the transpose of order $M$ matrix $G$. Thus,

$$
\begin{equation*}
\mathbb{D}_{v}^{\xi\left(v_{i}, \tau_{n}\right)} w\left(v_{i}, \tau_{n}\right)=h_{i}^{n} *\left(G+G_{T}\right) w_{i}^{n} . \tag{2.13}
\end{equation*}
$$

Now, using Eq (2.13), we obtain from $\mathrm{Eq}(2.8)$ as

$$
\begin{align*}
& r_{1} w_{\tau}\left(v, \tau_{n}\right)+r_{2} \mathbb{D}_{\tau}^{\zeta\left(v, \tau_{n}\right)} w\left(v, \tau_{n}\right) \\
= & \theta\left(r_{3} h\left(\xi_{1}^{n+1}\right) *\left(G_{\xi_{1}^{n+1}}+G_{\xi_{1}^{n+1} T}\right) w^{n+1}+r_{4} h\left(\xi_{2}^{n+1}\right) *\left(G_{\xi_{2}^{n+1}}+G_{\xi_{2}^{n+1} T}\right) w^{n+1}\right)  \tag{2.14}\\
& +(1-\theta)\left(r_{3} h\left(\xi_{1}^{n}\right) *\left(G_{\xi_{1}^{n}}+G_{\xi_{1}^{n}}\right) w^{n}+r_{4} h\left(\xi_{2}^{n}\right) *\left(G_{\xi_{2}^{n}}+G_{\xi_{2}^{n} T}\right) w^{n}\right)+R^{n+1}+O(\delta v) .
\end{align*}
$$

Let $W_{1}^{n}=G_{\xi_{1}^{n}}+G_{\xi_{1}^{n} T}$ and $W_{2}^{n}=G_{\xi_{2}^{n}}+G_{\xi_{2}^{n} T}, \operatorname{Eq}$ (2.14) becomes

$$
\begin{align*}
& r_{1} w_{\tau}\left(v, \tau_{n}\right)+r_{2} \mathbb{D}_{\tau}^{\xi\left(v, \tau_{n}\right)} w\left(v, \tau_{n}\right) \\
= & \theta\left(r_{3} h\left(\xi_{1}^{n+1}\right) * W_{1}^{n+1} w^{n+1}+r_{4} h\left(\xi_{2}^{n+1}\right) * W_{2}^{n+1} w^{n+1}\right)  \tag{2.15}\\
& +(1-\theta)\left(r_{3} h\left(\xi_{1}^{n}\right) * W_{1}^{n} w^{n}+r_{4} h\left(\xi_{2}^{n}\right) * W_{2}^{n} w^{n}\right)+R^{n+1}+O(\delta v) .
\end{align*}
$$

### 2.3. Numerical scheme

Comparing Eq (2.2) with Eq (2.15), we obtain

$$
\begin{align*}
& \left(R_{1}+R_{2}\right)\left[w^{n+1}-w^{n}\right]+R_{2} \sum_{k=1}^{n} \delta_{k}\left(w^{n+1-k}-w^{n-k}\right) \\
= & \theta\left(r_{3} h\left(\xi_{1}^{n+1}\right) * W_{1}^{n+1} w^{n+1}+r_{4} h\left(\xi_{2}^{n+1}\right) * W_{2}^{n+1} w^{n+1}\right)  \tag{2.16}\\
& +(1-\theta)\left(r_{3} h\left(\xi_{1}^{n}\right) * W_{1}^{n} w^{n}+r_{4} h\left(\xi_{2}^{n}\right) * W_{2}^{n} w^{n}\right)+R^{n+1}+O(\delta v) .
\end{align*}
$$

After equation of the terms at $n$ and $n+1$ time levels and using Eq (2.6), we obtain

$$
\begin{align*}
& \left(R_{1}+R_{2}\right) A \mu^{n+1}-\theta\left(r_{3} h\left(\xi_{1}^{n+1}\right) * W_{1}^{n+1} A \mu^{n+1}+r_{4} h\left(\xi_{2}^{n+1}\right) * W_{2}^{n+1} A \mu^{n+1}\right) \\
= & \left(R_{1}+R_{2}\right) A \mu^{n}+(1-\theta) \times\left(r_{3} h\left(\xi_{1}^{n}\right) * W_{1}^{n} A \mu^{n}+r_{4} h\left(\xi_{2}^{n}\right) * W_{2}^{n} A \mu^{n}\right)  \tag{2.17}\\
& -R_{2} \sum_{k=1}^{n} \delta_{k}\left(w^{n+1-k}-w^{n-k}\right)+R^{n+1}+F^{n+1} .
\end{align*}
$$

Thus,

$$
\begin{equation*}
P \mu^{n+1}=Q \mu^{n}-R_{2} \sum_{k=1}^{n} \delta_{k}\left(w^{n+1-k}-w^{n-k}\right)+R^{n+1}+F^{n+1}, \tag{2.18}
\end{equation*}
$$

where

$$
\begin{gathered}
P=\left(R_{1}+R_{2}\right) A-\theta\left[r_{3} h\left(\xi_{1}^{n+1}\right) * W_{1}^{n+1} A+r_{4} h\left(\xi_{2}^{n+1}\right) * W_{2}^{n+1} A\right], \\
Q=\left(R_{1}+R_{2}\right) A+(1-\theta)\left[r_{3} h\left(\xi_{1}^{n}\right) * W_{1}^{n} A+r_{4} h\left(\xi_{2}^{n}\right) * W_{2}^{n} A\right], \\
F^{n+1}=\left[f_{1}\left(a, \tau^{n+1}\right), 0, \cdots, 0, f_{2}\left(b, \tau^{n+1}\right)\right]_{T} .
\end{gathered}
$$

Let

$$
\Phi^{n+1}=R^{n+1}+F^{n+1}-R_{2} \sum_{k=1}^{n} \delta_{k}\left(w^{n+1-k}-w^{n-k}\right),
$$

then

$$
\begin{equation*}
\mu^{n+1}=P^{-1} Q \mu^{n}+P^{-1} \Phi^{n+1} . \tag{2.19}
\end{equation*}
$$

Again using Eqs (2.6) and (2.7), Eq (2.19) can be written as

$$
\begin{equation*}
w^{n+1}=A P^{-1} Q A^{-1} w^{n}+A P^{-1} \Phi^{n+1} . \tag{2.20}
\end{equation*}
$$

Thus, $\mathrm{Eq}(2.20)$ is the required numerical scheme.

## 3. Stability and convergence

The developed scheme for $\mathrm{Eq}(1.1)$ is the recurrence relation $w\left(\tau_{n}\right)$ and $w\left(\tau_{n+1}\right)$ for $n=0,1,2, \ldots ., N$. The elements of the amplification matrix $\mathbb{F}=A P^{-1} Q A^{-1}$ are dependent on the constant number $c_{i}=$ $\frac{\delta \tau^{\zeta}}{\left.(\delta \nu\rangle \xi_{1}, \xi_{2}\right)}$, where $\zeta$ is the time order and $\xi_{1}, \xi_{2}$ are space order differential operators respectively. $\delta \tau$ is the time step size and $\delta v$ is spatial step size at successive nodes. Now let us consider the exact solution of Eq (1.1) be $\mathscr{W}^{n}$ at $\tau^{n}$.

There are some important theorems from G. E. Fasshauer [32], whose statements are given below.

## Theorem 3.1.

$$
\left|D^{\alpha} g(v)-D^{\alpha} P_{g}(v)\right| \leq C \delta v_{\chi, \Omega}^{k-|\alpha|} \sqrt{\mathbb{C}_{\Theta}(x)}\left|g_{\aleph_{\phi}}\right|,
$$

provided that $\delta v_{\chi, \Omega} \leq \delta v_{0}$, where

$$
\mathbb{C}_{\Theta}(v)=\max _{\substack{\alpha_{1}, \alpha_{2} \in \mathbb{N}^{s} w, v \in \Omega \Omega \\\left|\alpha_{1}\right|+\alpha_{2} \mid=2 k}} \max _{B\left(x, c_{2} \delta v_{x}, \Omega\right)}\left|D^{\alpha_{1}} D^{\alpha_{2}} \Theta(w, v)\right| .
$$

Theorem 3.2. Let $\Gamma \subseteq \mathscr{R}^{s}$ be open and bounded which satisfies the interior cone condition, and let $\Theta \in \mathbb{C}^{2 k}(\Gamma \times \Gamma)$ be symmetric and strictly conditionally positive definite of order $n$ on $\mathscr{R}^{s}$. Assign the interpolant to $g \in \boldsymbol{\aleph}_{\phi}(\Gamma)$ on the $(n-1)$ unisolvent set $\chi$ by $P_{g}$. Fix $\gamma \in \mathbb{N}_{0}^{s}$ taking $|\alpha| \leq k$. Then, there exist positive constants $\delta v_{0}$ and $C$ (independent of $v, g$ and $\Theta$ ) such that

$$
\left|D^{\alpha} g(v)-D^{\alpha} P_{g}(v)\right| \leq C_{k}(\delta v)^{k-|\alpha|}\left|w_{\aleph_{\phi}(\mathrm{\Gamma})}\right|,
$$

where $\boldsymbol{\aleph}_{\phi}(\Gamma)$ represents the native space of RBF and $g \in \boldsymbol{\aleph}_{\phi}(\Gamma)$. Since the Gaussian is an infinitely smooth function, application of the above theorem yields high algebraic convergence rates. So it is concluded that for every $k \in \mathbb{N}$ and $|\alpha| \leq k$, we have

$$
\left|D^{\alpha} \mathscr{W}(v)-D^{\alpha} w(v)\right| \leq C_{k}(\delta v)^{k-|\alpha|}\left|u_{\aleph_{\phi}(\mathrm{T})}\right|,
$$

where $\mathscr{W}$ and $w$ are the respective exact and numerical solutions. Let us assume that $\mathrm{Eq}(2.20)$ is accurate with respect to space orders $1<\xi_{1} \leq 2$ and $0<\xi_{2} \leq 1$, then

$$
\begin{equation*}
w^{n+1}=\mathscr{R} w^{n}+A P^{-1} \Phi^{n+1}+O\left(\delta \tau^{2-\zeta}+\delta v^{\xi_{1}, \xi_{2}}\right), \quad \delta \tau, \delta v \rightarrow 0 \tag{3.1}
\end{equation*}
$$

Let us define the residual by $e^{p}=\mathscr{W}^{p}-w^{p}$, then

$$
\begin{equation*}
e^{n+1}=\mathscr{R} e^{n}+O\left(\delta \tau^{2-\zeta}+\delta v^{\xi_{1}, \xi_{2}}\right), \quad \delta \tau, \delta v \rightarrow 0 . \tag{3.2}
\end{equation*}
$$

Now, by Lax-Richtmyer definition of stability [18], the numerical model (2.20) is stable if

$$
\begin{equation*}
\|\mathscr{R}\| \leq 1 . \tag{3.3}
\end{equation*}
$$

If $\mathscr{R}$ is normal, then $\|\mathscr{R}\|=\rho(\mathscr{R})$; otherwise, $\rho(\mathscr{R}) \leq\|\mathscr{R}\|$ is always satisfied. Let us assume that $\delta v$ and $\delta \tau$ are small enough such that the constant $c=\frac{\delta \tau^{\zeta}}{\left.\delta v \xi_{1}, \xi_{2}\right)}$. Therefore, there exists a constant $\wp$ such that

$$
\begin{equation*}
\left\|e^{n+1}\right\| \leq\|\mathscr{R}\| \cdot\left\|e^{n}\right\|+\wp\left(\delta \tau^{\zeta}+\delta v^{\xi_{1}, \xi_{2}}\right), \quad n \geq 0 \tag{3.4}
\end{equation*}
$$

Now, $e^{0}=0$, as $e^{n}$ satisfies the initial condition and boundary condition. Thus, using mathematical induction, we obtain from Eq (3.4)

$$
\begin{equation*}
\left\|e^{n+1}\right\| \leq\left(1+\|\mathscr{R}\|+\|\mathscr{R}\|^{2}+\cdots+\|\mathscr{R}\|^{n}\right) \wp\left(\delta \tau^{\zeta}+\delta \nu^{\xi_{1}, \xi^{2}}\right), \quad n \geq 0 . \tag{3.5}
\end{equation*}
$$

Using geometric series property, we obtain

$$
\begin{equation*}
\left\|e^{n+1}\right\| \leq(n+1) \wp\left(\delta \tau^{\zeta}+\delta \nu^{\xi_{1}, \xi_{2}}\right), \quad n \geq 0 \tag{3.6}
\end{equation*}
$$

Thus, the numerical model given in $\mathrm{Eq}(2.20)$ is convergent.

## 4. Numerical results and discussion

In this part, the numerical results are discussed for numerical model (Eq (2.19)) obtained from Eq (1.1) along with initial and boundary conditions. The accuracy of all examples is analyzed by the following equations:

$$
\begin{equation*}
\|L\|=\left|\mathscr{W}^{n}-w^{n}\right|, \quad\|L\|_{\infty}=\max (\|L\|) \tag{4.1}
\end{equation*}
$$

where $\mathscr{W}$ and $w$ are the exact and numerical solutions. The space and time convergence rates are measured by the following formulae:

$$
\frac{\log _{10}\left(e_{\delta v_{k}} / e_{\delta v_{k+1}}\right)}{\log _{10}\left(\delta v_{k} / \delta v_{k+1}\right)} \text { and } \frac{\log _{10}\left(e_{\delta \tau_{k}} / e_{\delta \tau_{k+1}}\right)}{\log _{10}\left(\delta \tau_{k} / \delta \tau_{k+1}\right)}
$$

Example 4.1. Set $r_{1}=r_{2}=r_{3}=1$ and $r_{4}=-1 \mathrm{in} \mathrm{Eq}(1.1)$ and consider $\zeta(v, \tau)=1-0.5 e^{-v \tau}$, $\xi_{1}(v, \tau)=1.7+0.5 e^{-\frac{\nu^{2}}{1000}-\frac{\tau}{50}-1}$ and $\xi_{2}(v, \tau)=0.7+0.5 e^{-\frac{\nu^{2}}{1000}-\frac{\tau}{50}-1}$, where $(v, \tau)=[0,1] \times[0,1]$. The initial and boundary conditions are

$$
\begin{gathered}
w(v, 0)=0, w(0, \tau)=0=w(1, \tau), \\
R(v, \tau)=\mathscr{R}_{1}(v, \tau)-\mathscr{R}_{2}(v, \tau)+\mathscr{R}_{3}(v, \tau),
\end{gathered}
$$

where $\mathscr{R}_{1}(v, \tau)=v(1-v)\left(2 \tau+\frac{2 \tau^{1-\xi(v, \tau)}}{\Gamma(3-\zeta(v, \tau))}\right), \mathscr{R}_{2}(v, \tau)=\tau^{2}\left(\frac{v^{1-\xi}(\mathcal{\xi}(\tau)}{\Gamma\left(2-\xi_{1}(v, \tau)\right)}-\frac{2 \nu^{2}-\xi_{1}(v, \tau)}{\Gamma\left(3-\xi_{1}(v, \tau)\right)}\right), \mathscr{R}_{3}(v, \tau)=\tau^{2}\left(\frac{v^{1-\xi \xi_{2}(v, \tau)}}{\Gamma\left(2-\xi_{2}(v, \tau)\right)}-\right.$ $\left.\frac{2 \nu^{2}-\xi_{2}(v, \tau)}{\Gamma\left(3-\xi_{2}(v, \tau)\right)}\right), \mathscr{W}(v, \tau)=\tau^{2} v(1-v)$ is the exact solution. The numerical results vs exact solutions along with errors are shown in Table 1. The computed $\max (\|L\|)$ values are shown in Table 2 along with time and space convergence. The results are also shown in Figures 1-3. In Figure 1, $\delta v=0.001$ and $\delta \tau=0.001$ for 3 D surface plot, while $\delta v=0.1$ and $\delta \tau=0.1$ for plot3 graph. In Figure 2, the error graphs are shown on 3D surfaces at $N=50,500,1000$ and $\delta \tau=0.001$ where $\tau=1$ while Figure 3 shows convergence rates w.r.t. space and time respectively.
Example 4.2. Put $r_{1}=r_{2}=1, r_{3}=3$ and $r_{4}=-2$ and consider $\zeta(\nu, \tau)=0.75-0.5 e^{\nu \tau}, \quad \xi_{1}(v, \tau)=$ $1.55+0.35 \cos (\pi \nu \tau)$ and $\xi_{2}(\nu, \tau)=0.65+0.25 \sin (\pi \nu \tau)$, where $(\nu, \tau)=[0,1] \times[0,1]$.

The initial and boundary conditions are

$$
w(v, 0)=0,
$$

$$
w(0, \tau)=0=w(L, \tau), R(v, \tau)=\mathscr{R}_{1}(v, \tau)-3 \mathscr{R}_{2}(v, \tau)+2 \mathscr{R}_{3}(v, \tau),
$$

where $\mathscr{R}_{1}(v, \tau)=v^{2}(1-v)\left(1+\frac{\tau^{1-\zeta \tau(\tau)}}{\Gamma(2-\zeta(v, \tau))}\right), \mathscr{R}_{2}(v, \tau)=\left(\frac{2 \nu^{2-\xi_{1}}(v, \tau)}{\Gamma\left(3-\xi_{1}(\nu, \tau)\right)}-\frac{6 v^{3}-\xi_{1}(v, \tau)}{\Gamma\left(4-\xi_{1}(\nu, \tau)\right)}\right) \tau, \mathscr{R}_{3}(v, \tau)=\left(\frac{2 v^{2}-\xi_{2}(v, \tau)}{\Gamma\left(3-\xi_{2}(v, \tau)\right)}-\right.$ $\left.\frac{6 \nu^{3}-\xi_{2}(v, \tau)}{\Gamma\left(4-\xi_{2}(v, \tau)\right)}\right) \tau$. Exact solution: $\mathscr{W}(v, \tau)=v^{2}(1-v) \tau$. The numerical approximation, exact solution and errors between exact solution and numerical approximation are shown in Table 3, while the maximum absolute errors are shown in Table 4 at different time and space intervals along with convergence rate. The results are also shown in Figures 4-6. The 3D surface plot is constructed on $\delta v=\delta \tau=0.001$, while plot3 is constructed on $\delta v=\delta \tau=0.1$ as shown in Figure 4. In Figure 5, the error plots are shown for $N=100,500,1000$ and $\delta \tau=0.001$ at $\tau=1$ on 3D surface, while Figure 6 shows the convergence rates w.r.t. space and time.
Example 4.3. Let us take $\zeta(\nu, \tau)=0.55-0.25 e^{-v \tau}, \xi_{1}(v, \tau)=1.55+0.35 \cos (3 \pi v \tau), \xi_{2}(v, \tau)=$ $0.65+0.25 \sin (3 \pi v \tau), r_{1}=r_{2}=r_{3}=1$ and $r_{4}=-1 . w(v, 0)=0$ is the initial condition while $w(0, \tau)=0=w(L, \tau)$ is the boundary condition. $R(v, \tau)=\mathscr{R}_{1}(v, \tau)-\tau \mathscr{R}_{2}(v, \tau)$, where $\mathscr{R}_{1}(v, \tau)=$ $\left(1+\frac{\tau^{1-\zeta(v, \tau)}}{\Gamma(2-\zeta(v, \tau))}\right) \sin (2 \pi v), \mathscr{R}_{2}(v, \tau)=\sin \left(2 \pi v+\pi^{2} \xi_{1}(v, \tau)\right)-\sin \left(2 \pi v+\pi^{2} \xi_{2}(v, \tau)\right)$. The exact solution is $\mathscr{W}(v, \tau)=\tau \sin (2 \pi v)$. All results are shown in Tables 5, 6 and Figures 7-9.

Table 1. Absolute errors between exact and approximate solutions of Example 4.1.

| $\theta=0.5, \delta v=0.01, \delta \tau=0.01, \tau=1$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $v$ | $\mathscr{W}$ | $w_{\text {approx. }}$ | $\\|L\\|$ |
| 0 | 0 | 0.000000000000415 | 0.000000000000415 |
| 0.1 | 0.108900000000000 | 0.108874486938645 | 0.000025513061355 |
| 0.2 | 0.193600000000000 | 0.193638457799857 | 0.000038457799857 |
| 0.3 | 0.254100000000000 | 0.254174538846443 | 0.000074538846443 |
| 0.4 | 0.290400000000000 | 0.290497098595359 | 0.000097098595359 |
| 0.5 | 0.302500000000000 | 0.302610227369723 | 0.000110227369723 |
| 0.6 | 0.290400000000000 | 0.290515689696830 | 0.000115689696830 |
| 0.7 | 0.254100000000000 | 0.254214422815980 | 0.000114422815980 |
| 0.8 | 0.193600000000000 | 0.193706992369054 | 0.000106992369054 |
| 0.9 | 0.108900000000000 | 0.108993770701635 | 0.000093770701635 |
| 1 | 0 | 0.000000000007030 | 0.000000000007030 |
|  | $\theta=1, \delta v=0.01, \delta \tau=0.01, \tau=1$ |  |  |
| $v$ | $\mathscr{W}$ | $w_{\text {approx. }}$ | $\\|L\\|$ |
| 0 | 0 | 0.000000000000321 | 0.000000000000321 |
| 0.1 | 0.108900000000000 | 0.108876698600746 | 0.000023301399254 |
| 0.2 | 0.193600000000000 | 0.193635404625688 | 0.000035404625687 |
| 0.3 | 0.254100000000000 | 0.254168526166297 | 0.000068526166297 |
| 0.4 | 0.290400000000000 | 0.290489234279579 | 0.000089234279579 |
| 0.5 | 0.302500000000000 | 0.302601278404606 | 0.000101278404606 |
| 0.6 | 0.290400000000000 | 0.290506276014470 | 0.000106276014470 |
| 0.7 | 0.254100000000000 | 0.254205086239745 | 0.000105086239745 |
| 0.8 | 0.193600000000000 | 0.193698227582199 | 0.000098227582200 |
| 0.9 | 0.108900000000000 | 0.108986041356451 | 0.000086041356451 |
| 1 | 0 | 0.000000000005442 | 0.000000000005442 |

Table 2. Numerical results of Example 4.1.

| $\\|L\\|_{\infty}$ |  |  |  |  | Convergence |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\delta \tau=0.1$ | $\delta \tau=0.01$ | $\delta \tau=0.001$ | $\delta v_{i}$ | $\\|L\\|_{\infty}$ | order | $\delta \tau_{i}$ | $\\|L\\|_{\infty}$ | order |
| $\theta=0.5$ | $N=50$ | $8.6648 e^{-3}$ | $6.6825 e^{-3}$ | $9.5234 e^{-4}$ | $\frac{1}{50}$ | $9.5234 e^{-4}$ | -- | 0.1 | $2.4704 e^{-5}$ |  |
|  | $N=100$ | $4.6451 e^{-4}$ | $4.0639 e^{-4}$ | $9.9494 e^{-5}$ | $\frac{1}{100}$ | $9.9494 e^{-5}$ | 1.3796 | 0.01 | $2.1616 e^{-5}$ | 0.0580 |
|  | $N=500$ | $9.7890 e^{-5}$ | $8.5652 e^{-5}$ | $4.6397 e^{-5}$ | $\frac{1}{500}$ | $4.6397 e^{-5}$ | 0.4740 | 0.005 | $8.6636 e^{-6}$ | -0.5602 |
|  | $N=1000$ | $2.4704 e^{-5}$ | $2.1616 e^{-5}$ | $3.2626 e^{-6}$ | $\frac{1}{1000}$ | $3.2626 e^{-6}$ | 1.9507 | 0.001 | $3.2626 e^{-6}$ | 0.6068 |
| $\theta=1$ | $N=50$ | $7.4450 e^{-3}$ | $4.4255 e^{-3}$ | $7.4450 e^{-4}$ | $\frac{1}{50}$ | $7.4450 e^{-4}$ | -- | 0.1 | $8.2645 e^{-6}$ | -- |
|  | $N=100$ | $4.2574 e^{-4}$ | $3.5875 e^{-4}$ | $8.5517 e^{-5}$ | $\frac{1}{100}$ | $8.5517 e^{-5}$ | 1.2428 | 0.01 | $1.9091 e^{-6}$ | 0.6364 |
|  | $N=500$ | $4.5149 e^{-5}$ | $3.8062 e^{-5}$ | $9.7387 e^{-6}$ | $\frac{1}{500}$ | $9.7387 e^{-6}$ | 0.5406 | 0.005 | $1.2633 e^{-6}$ | 0.5957 |
|  | $N=1000$ | $8.2645 e^{-6}$ | $1.9091 e^{-6}$ | $1.0752 e^{-6}$ | $\frac{1}{1000}$ | $1.0752 e^{-6}$ | 3.1791 | 0.001 | $1.0752 e^{-6}$ | 0.1002 |



Figure 1. Numerical approximation for Example 4.1.




Figure 2. Numerical error for Example 4.1, $N=1000$ (left), $N=500$ (center), $N=50$ (right).


Figure 3. Time and Space convergence graphs for Example 4.1.

Table 3. Absolute errors between exact and approximate solutions of Example 4.2.

| $\theta=0.5, \delta v=0.01, \delta \tau=0.01, \tau=1$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $v$ | $\mathscr{W}$ | $w_{\text {approx. }}$ | $\\|L\\|$ |
| 0 | 0 | 0 | 0 |
| 0.1 | 0.009900000000000 | 0.009897086666315 | 0.000002913333685 |
| 0.2 | 0.035200000000000 | 0.035198375282382 | 0.000001624717618 |
| 0.3 | 0.069300000000000 | 0.069300025003365 | 0.000000025003365 |
| 0.4 | 0.105600000000000 | 0.105601780133889 | 0.000001780133889 |
| 0.5 | 0.137500000000000 | 0.137503500551076 | 0.000003500551076 |
| 0.6 | 0.158400000000000 | 0.158405082491059 | 0.000005082491059 |
| 0.7 | 0.161700000000000 | 0.161706438415009 | 0.000006438415009 |
| 0.8 | 0.140800000000000 | 0.140807489496559 | 0.000007489496559 |
| 0.9 | 0.089100000000000 | 0.089108162169441 | 0.000008162169441 |
| 1 | 0 | 0 | 0 |
|  | $\theta=1, \delta v=0.01, \delta \tau=0.01, \tau=1$ | $\\|L\\|$ |  |
| $v$ | $\mathscr{W}$ | $w_{\text {approx. }}$ | 0 |
| 0 | 0 | 0 | 0 |
| 0.1 | 0.009900000000000 | 0.009897305273084 | 0.000002694726916 |
| 0.2 | 0.035200000000000 | 0.035198424184953 | 0.000001575815047 |
| 0.3 | 0.069300000000000 | 0.069299852438873 | 0.000000147561127 |
| 0.4 | 0.105600000000000 | 0.105601371899563 | 0.000001371899563 |
| 0.5 | 0.137500000000000 | 0.137502870365957 | 0.000002870365957 |
| 0.6 | 0.158400000000000 | 0.158404268963810 | 0.000004268963810 |
| 0.7 | 0.161700000000000 | 0.161705503690809 | 0.000005503690809 |
| 0.8 | 0.140800000000000 | 0.140806518530524 | 0.000006518530524 |
| 0.9 | 0.089100000000000 | 0.089107262287949 | 0.000007262287949 |
| 1 | 0 | 0 | 0 |

Table 4. Numerical results of Example 4.2.

| $\\|L\\|_{\infty}$ |  |  |  |  | Convergence |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\delta \tau=0.1$ | $\delta \tau=0.01$ | $\delta \tau=0.001$ | $\delta v_{i}$ | $\\|L\\|_{\infty}$ | order | $\delta \tau_{i}$ | $\\|L\\|_{\infty}$ | order |
| $\theta=0.5$ | $N=50$ | $5.9983 e^{-4}$ | $1.8694 e^{-4}$ | $1.6494 e^{-4}$ | $\frac{1}{50}$ | $1.6494 e^{-4}$ | -- | 0.1 | $3.0178 e^{-6}$ |  |
|  | $N=100$ | $1.8809 e^{-4}$ | $5.4232 e^{-5}$ | $4.6555 e^{-5}$ | $\frac{1}{100}$ | $4.6555 e^{-5}$ | -0.0543 | 0.01 | $8.6729 e^{-7}$ | -0.0242 |
|  | $N=500$ | $3.6432 e^{-5}$ | $3.1094 e^{-5}$ | $8.9269 e^{-6}$ | $\frac{1}{500}$ | $8.9269 e^{-6}$ | 0.2168 | 0.005 | $5.8049 e^{-7}$ | 0.5792 |
|  | $N=1000$ | $3.0178 e^{-6}$ | $8.6729 e^{-7}$ | $2.4916 e^{-7}$ | $\frac{1}{1000}$ | $2.4916 e^{-7}$ | 3.2838 | 0.001 | $2.4916 e^{-7}$ | 1.0287 |
| $\theta=1$ | $N=50$ | $8.7240 e^{-4}$ | $5.8862 e^{-4}$ | $1.7187 e^{-4}$ | $\frac{1}{50}$ | $1.7187 e^{-4}$ | -- | 0.1 | $8.2645 e^{-6}$ | -- |
|  | $N=100$ | $5.3797 e^{-4}$ | $4.5481 e^{-5}$ | $3.0639 e^{-5}$ | $\frac{1}{100}$ | $3.0639 e^{-5}$ | 0.6086 | 0.01 | $7.9495 e^{-7}$ | 0.5874 |
|  | $N=500$ | $3.3366 e^{-5}$ | $1.4355 e^{-5}$ | $8.8284 e^{-6}$ | $\frac{1}{500}$ | $8.8284 e^{-6}$ | -0.0362 | 0.005 | $1.8515 e^{-7}$ | 1.6496 |
|  | $N=1000$ | $8.9157 e^{-6}$ | $7.9495 e^{-7}$ | $1.1085 e^{-7}$ | $\frac{1}{1000}$ | $1.1085 e^{-7}$ | 3.2678 | 0.001 | $1.1085 e^{-7}$ | 0.3187 |



Figure 4. Numerical approximation for Example 4.2.


Figure 5. Numerical error for Example 4.2, $N=1000$ (left), $N=500$ (center), $N=100$ (right).


Figure 6. Time and Space convergence graphs for Example 4.2.

Table 5. Absolute errors between exact and approximate solutions of Example 4.3.

| $\theta=0.5, \delta v=0.01, \delta \tau=0.01, \tau=1$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $v$ | $\mathscr{W}$ | $w_{\text {approx. }}$ | $\\|L\\|$ |
| 0 | 0 | 0 | 0 |
| 0.1 | 0.646563777521720 | 0.646563976092694 | 0.000000198570974 |
| 0.2 | 1.046162167924669 | 1.046162715575450 | 0.000000547650781 |
| 0.3 | 1.046162167924669 | 1.046162855471273 | 0.000000687546604 |
| 0.4 | 0.646563777521721 | 0.646564342344714 | 0.000000564822993 |
| 0.5 | 0.000000000000000 | 0.000000000000000 | 0.000000000000000 |
| 0.6 | -0.646563777521720 | -0.646563976092694 | 0.000000198570974 |
| 0.7 | -1.046162167924669 | -1.046162715575450 | 0.000000547650781 |
| 0.8 | -1.046162167924669 | -1.046162855471273 | 0.000000687546604 |
| 0.9 | -0.646563777521721 | -0.646564342344714 | 0.000000564822993 |
| 1 | 0 | 0 | 0 |
|  | $\theta=1, \delta v=0.01, \delta \tau=0.01, \tau=1$ | $\\|L\\|$ |  |
| $v$ |  | $w_{\text {approx. }}$ | 0 |
| 0 | 0 | 0 | 0 |
| 0.1 | 0.646563777521720 | 0.646563885272363 | 0.000000107750643 |
| 0.2 | 1.046162167924669 | 1.046162549758231 | 0.000000381833562 |
| 0.3 | 1.046162167924669 | 1.046162677993707 | 0.000000510069038 |
| 0.4 | 0.646563777521721 | 0.646564220997199 | 0.000000443475479 |
| 0.5 | 0.000000000000000 | 0.000000000000000 | 0.000000000000000 |
| 0.6 | -0.646563777521720 | -0.646563885272363 | 0.000000107750643 |
| 0.7 | -1.046162167924669 | -1.046162549758231 | 0.000000381833562 |
| 0.8 | -1.046162167924669 | -1.046162677993707 | 0.000000510069038 |
| 0.9 | -0.646563777521721 | -0.646564220997200 | 0.0000000443475479 |
| 1 | 0 | 0 | 0 |

Table 6. Numerical results of Example 4.3.

| $\\|L\\|_{\infty}$ |  |  |  |  | Convergence |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\delta \tau=0.1$ | $\delta \tau=0.01$ | $\delta \tau=0.001$ | $\delta v_{i}$ | $\\|L\\|_{\infty}$ | order | $\delta \tau_{i}$ | $\\|L\\|_{\infty}$ | order |
| $\theta=0.5$ | $N=50$ | $7.5449 e^{-4}$ | $4.4194 e^{-4}$ | $1.4712 e^{-4}$ | $\frac{1}{50}$ | $1.4712 e^{-4}$ | -- | 0.1 | $6.8770 e^{-7}$ |  |
|  | $N=100$ | $1.2950 e^{-4}$ | $9.8713 e^{-5}$ | $9.0805 e^{-5}$ | $\frac{1}{100}$ | $9.0805 e^{-5}$ | -0.0543 | 0.01 | $1.7226 e^{-7}$ | -0.0242 |
|  | $N=500$ | $1.5349 e^{-5}$ | $6.3320 e^{-6}$ | $1.2727 e^{-6}$ | $\frac{1}{500}$ | $1.2727 e^{-6}$ | 0.2168 | 0.005 | $1.1029 e^{-7}$ | 0.5792 |
|  | $N=1000$ | $6.8770 e^{-7}$ | $1.7226 e^{-7}$ | $4.3104 e^{-8}$ | $\frac{1}{1000}$ | $4.3104 e^{-8}$ | 3.2838 | 0.001 | $4.3104 e^{-8}$ | 1.0287 |
| $\theta=1$ | $N=50$ | $1.8739 e^{-4}$ | $7.7443 e^{-5}$ | $7.4214 e^{-5}$ | $\frac{1}{50}$ | $7.4214 e^{-5}$ | -- | 0.1 | $5.1276 e^{-7}$ | -- |
|  | $N=100$ | $4.8074 e^{-5}$ | $1.2848 e^{-5}$ | $8.0955 e^{-6}$ | $\frac{1}{100}$ | $8.0955 e^{-6}$ | 0.6086 | 0.01 | $1.2845 e^{-7}$ | 0.5874 |
|  | $N=500$ | $8.2614 e^{-6}$ | $2.0842 e^{-6}$ | $8.0035 e^{-7}$ | $\frac{1}{500}$ | $8.0035 e^{-7}$ | -0.0362 | 0.005 | $3.2142 e^{-8}$ | 1.6496 |
|  | $N=1000$ | $5.1276 e^{-7}$ | $1.2845 e^{-7}$ | $2.0574 e^{-8}$ | $\frac{1}{1000}$ | $2.0574 e^{-8}$ | 3.2678 | 0.001 | $2.0574 e^{-8}$ | 0.3187 |



Figure 7. Numerical approximation for Example 5.3.




Figure 8. Numerical error for Example 4.3, $N=1000$ (left), $N=500$ (center), $N=50$ (right).


Figure 9. Time and Space convergence graphs for Example 4.3.

Table 7 represents the $\|L\|_{\infty}$ at $N=50,100,500,1000$ and $\delta \tau=0.001$ vs CPU machine time. These results are computed by MATLAB 2018b software while the hardware machine is HP core i7, 11th generation processor, 16GB RAM, 2GB GPU.

Table 7. Numerical results vs machine time of all examples $\delta \tau=0.001$.

| Example 4.1 |  |  | Example 4.2 |  |  | Example 4.3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | $\\|L\\|_{\infty}$ | Machine time $(\mathrm{sec})$ | $\\|L\\|_{\infty}$ | Machine time $(\mathrm{sec})$ | $\\|L\\|_{\infty}$ | Machine time (sec) |  |
| 50 | $9.5234 e^{-4}$ | 12 | $1.6494 e^{-4}$ | 11.205 | $1.4712 e^{-4}$ | 11.5 |  |
| 100 | $9.9494 e^{-5}$ | 19 | $4.6555 e^{-5}$ | 18 | $9.0805 e^{-5}$ | 21.223 |  |
| 500 | $4.6397 e^{-5}$ | 265 | $8.9269 e^{-6}$ | 254 | $1.2727 e^{-6}$ | 291 |  |
| 1000 | $3.2626 e^{-6}$ | 1184 | $2.4916 e^{-7}$ | 1126 | $4.3104 e^{-8}$ | 1201 |  |

## 5. Conclusions

Meshfree RBF method based on the Gaussian function is used for the numerical solution of the timespace dependent order advection-dispersion mobile-immobile equation. Time derivatives are dealt with by Caputo derivative operator, while space derivatives are dealt with by Riesz, Grüwald-Letnikov derivative operators. The stability and convergence of the method are discussed and the efficiency is analyzed by the maximum norm. The method is tested through some examples and the results are shown in tables and figures. In the future, based on these results, it will be more interesting to see how the proposed method can work on such PDE models defined on irregular domains, complex function orders, and in case when the exact solution of the PDE model is unknown.
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