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Abstract: The dynamic signal transmission process can be regarded as an anti-periodic process,
and fractional-order inertial neural networks are widely used in signal processing and other fields, so
anti-periodicity is also regarded as an important dynamic feature of inertial neural networks. This
paper mainly studies the existence and Mittag-Leffler stability of anti-periodic solutions for a class of
fractional-order inertial BAM neural networks with time-delays. By introducing variable substitution,
the model with two different fractional-order derivatives is transformed into a model with only one
fractional-order derivative of the same order. Using the properties of fractional-order calculus, the
relationship between the fractional-order integral of the state function with and without time-delays
is given. Firstly, the sufficient conditions for the boundedness and the Mittag-Leffler stability of the
solutions for the system are derived. Secondly, by constructing the sequence solution of the function for
the system and applying Ascoli-Arzela theorem, the sufficient conditions for the existence and Mittag-
Leffler stability of the anti-periodic solution are given. Finally, the correctness of the conclusion is
verified by a numerical example.
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1. Introduction

As a special case of periodic solutions, the existence and stability of anti-periodic solutions are
extremely important in the dynamic behavior of nonlinear differential equations. Their phenomena
are widely found in various physical phenomena [1–5]. In recent years, the scholars have obtained
many results on the existence and stability. For example, [6–8] studied the stability of inertial BAM
neural networks and Cohen-Grossberg BAM neural networks. [9, 10] studied the global exponential
stability of anti-periodic solutions for BAM neural networks. The global exponential stability of the
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anti-periodic solution of Cohen-Grossberg neural networks is determined by [11]. The existence and
stability of anti-periodic solutions of BAM type Cohen-Grossberg neural networks are studied by [12].
The existence and stability of anti-periodic solutions of inertial neural networks are studied by [13].
Almost anti-periodic solution of inertial neural networks with leakage and time-varying delays on
timescales is studied in [14]. The paper [15] discussed the anti-periodic dynamics on high-order inertial
Hopfield neural networks with time-varying delays. The paper [16] studied the anti-periodicity on
high-order inertial Hopfield neural networks with mixed delays.

From [9–16], it can be seen that the models are all models with integer derivative. In recent years,
the study of periodic solutions of fractional-order neural networks has been attracted, some important
results have been obtained, such as: asymptotic periodic solutions, s-asymptotic periodic solutions,
almost periodic solutions of fractional-order neural networks in [17–21].

Fractional-order calculus is a generalization of integer-order. Fractional-order differential equations
are considered as a powerful tool for modeling practical problems in biology, chemistry, physics,
medicine, economics and other sciences.

With the further study of the periodicity of nonlinear differential equations, many scholars have
paid attention to the anti-periodic problem, which is another characteristic of periodic changes, such
as [22–24]. The phenomena are widely seen in biology, economics, medicine, physics and many other
disciplines. Because the fractional-order inertial neural networks models are the nonlinear differential
equations, which are widely used in signal processing, fluid mechanics, biology and other fields.
According to the data we have consulted, there have been many achievements in the research on
the global asymptotic stability, Mittag-Leffler stability, single stability and multi stability of periodic
solutions of fractional-order inertial neural networks, such as [17–21]. However, the research results
on the anti-periodic dynamic behavior of fractional-order inertial neural networks have not been seen
yet. In this paper, we study the stability of the anti-periodic solutions of a class of fractional-order
inertial BAM neural networks. It is a new topic worthy of study, which will provide a new criterion for
theoretical analysis in the exploration of dynamic behavior and practical application. The following
are the main innovations of this article:

1) The fractional-order inertial BAM neural networks model with two different fractional-order
derivatives is transformed into a model with only one fractional-order derivative with the same order
through appropriate variable replacement;

2) When the time variable changes in the finite interval with less than or equal to time-delays and
in the infinite interval with more than or equal to time-delays, the relationship between the fractional-
order integral of the state function with and without time-delay is derived;

3) By constructing the function sequence solutions of the system, we can derive that it converges
uniformly to a continuous function by applying Ascoli-Arzela theorem, then the sufficient conditions
for judging the existence and Mittag-Leffler stability of the anti-periodic solutions for the system are
given;

4) The results given provides a new theoretical reference for further research on the theory and
practical application of fractional-order inertial BAM neural networks with time-delays.

We Consider a class of fractional-order inertial BAM neural networks with time-delays:
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D2α

t xi(t) = −ciDα
t xi(t) − αixi(t) +

n∑
j=1

ai j f j(y j(t)) +
n∑

j=1
bi j f j(y j(t − τi j)) + Ii(t),

D2α
t y j(t) = −d jDα

t y j(t) − β jy j(t) +
n∑

i=1
g ji fi(xi(t)) +

n∑
i=1

h ji fi(xi(t − σ ji)) + J j(t),
(1.1)

where t ≥ 0, i, j = 1, 2, · · · , n. Dα
t is the Riemann-Liouville fractional-order derivative of order α,

0 < α < 1, xi(t) and y j(t) represent the state of ith and jth neurons of t. ci > 0, d j > 0, αi > 0,
β j > 0, ai j, bi j, g ji, h ji respectively represent the connection weights between neurons, fi(·) represents
the excitation function of the ith neuron, Ii(t) and J j(t) represent the external input of the ith and jth
neurons at time t, τi j and σ ji represent the signal transmission delay of the ith neuron and the jth neuron
at the time t and satisfies 0 < τi j ≤ τ, 0 < σ ji ≤ σ.

The initial conditions of (1.1) are given as follows:{
xi(s) = φ1i(s), Dα

t xi(s) = φ2i(s), −δ ≤ s ≤ 0,
y j(s) = ψ1 j(s), Dα

t y j(s) = ψ2 j(s), −δ ≤ s ≤ 0,
(1.2)

where i, j = 1, 2, · · · , n, and φ1i(s), φ2i(s), ψ1 j(s), ψ2 j(s) are continuous and bounded in [−δ, 0], δ =
max{σ, τ}.

2. Preliminaries

Definition 2.1. [25] Let q > 0 be any positive real number, the fractional-order integral (Riemann-
Liourille integral) of f (t) with q order is defined as

D−q
t f (t) =

1
Γ(q)

∫ t

0
(t − r)q−1 f (r)dr,

where Γ(·) is a Γ function, that is Γ(s) =
∫ +∞

0
e−xxs−1dx, s > 0.

Definition 2.2. [25] Let q > 0 be any positive real number, n−1 ≤ q < n, Riemann-Liourille fractional-
order derivative is defined as

Dq
t f (t) =

1
Γ(n − q)

dn

dtn

∫ t

0

f (s)
(t − s)q−n+1 ds.

Definition 2.3. [25] The Mittag-Leffler function with a parameter q is defined as

Eq(z) =
+∞∑
k=0

zk

Γ(kq + 1)
,

where the real part Re(q) > 0 of the complex number q, z is a complex number, and Γ(·) is a Γ function.
Definition 2.4. Let XT(t), X

T
(t) be two solutions of system (1.1) with initial conditions{
xi(s) = φ1i(s), Dα

t xi(s) = φ2i(s), −σ ≤ s ≤ 0,
y j(s) = ψ1 j(s), Dα

t y j(s) = ψ2 j(s), −τ ≤ s ≤ 0,

and {
xi(s) = φ1i(s), Dα

t xi(s) = φ2i(s), −σ ≤ s ≤ 0,
y j(s) = ψ1 j(s), Dα

t y j(s) = ψ2 j(s), −τ ≤ s ≤ 0.
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If there are two normal numbers ρ1 > 0 and ρ2 > 0, which satisfy

∥X(t) − X(t)∥ ≤ [M(φ − φ)Eq(−ρ1tq)]ρ2 , t ≥ 0,

then, the solution of system (1.1) is said to be globally Mittag-Leffler stable, where

X(t) = (x1(t), x2(t), · · · , xn(t), y1(t), y2(t), · · · , yn(t))T,

X(t) = (x1(t), x2(t), · · · , xn(t), y1(t), y2(t), · · · , yn(t))T,

φ(t) = (φ11(t), φ12(t), · · · , φ1n(t), ψ11(t), ψ12(t), · · · , ψ1n(t))T,

φ(t) = (φ11(t), φ12(t), · · · , φ1n(t), ψ11(t), ψ12(t), · · · , ψ1n(t))T,

M(φ − φ) ≥ 0,M(0) = 0.

Eq(·) is a Mittag-Leffler function with one parameter.
Definition 2.5. If u(t) ∈ C(R), u(t + ω) = −u(t) for t ∈ R, then, u(t) is an anti-periodic function, where
ω is a positive number.
Lemma 2.1. [26] If x(t) ∈ R is continuous and differentiable in [0, δ] (δ > 0), and 0 < q < 1,
n − 1 < p < n, n ∈ Z+, then,
(1) Dp

t Dq
t x(t) = Dp+q

t x(t);
(2) D−q

t Dq
t x(t) = x(t).

Lemma 2.2. [27] If r(t) is derivable and r′(t) is continuous, then,

1
2

Dq
t r2(t) ≤ r(t)Dq

t r(t), 0 < q ≤ 1.

Lemma 2.3. [26] Let u(t) be a continuous function which is defined in [0,+∞), if there exist constants
d1 > 0 and d2 > 0, such that u(t) ≤ −d1D−q

t u(t) + d2, t ≥ 0, then,

u(t) ≤ d2Eq(−d1tq),

where 0 < q < 1 and Eq(·) is the Mittag-Leffler function with one parameter.
The discussion is based on the assumptions below for i, j = 1, 2, ..., n.
H1. The function f j(·) is continuous and bounded which satisfies the Lipschitz condition, that is,

there exist constants l j > 0, f̄ j > 0, satisfing

| f j(u) − f j(v)| ≤ l j|u − v|, | f j(u)| ≤ f̄ j, u, v ∈ R,

and
f j(u) = − f j(−u), u ∈ R.

H2. Ii(t) and J j(t) are bounded, that is, there exist constants Īi > 0 and J̄ j > 0, satisfing

|Ii(t)| ≤ Īi, |J j(t)| ≤ J̄ j.

H3. There exists a constant ω > 0, satisfing Ii(t + ω) = −Ii(t), J j(t + ω) = −J j(t).
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For system (1.1), we introduce variable replacement:{
ui(t) = Dα

t xi(t) + γixi(t),
v j(t) = Dα

t y j(t) + γ jy j(t),
γi > 0, γ j > 0, i, j = 1, 2, · · · , n.

From Lemma 2.1, system (1.1) can be transformed into

Dα
t xi(t) = −γixi(t) + ui(t),

Dα
t ui(t) = −(αi + γ

2
i − γici)xi(t) − (ci − γi)ui(t) +

n∑
j=1

ai j f j(y j(t)) +
n∑

j=1
bi j f j(y j(t − τi j)) + Ii(t),

Dα
t y j(t) = −γ jy j(t) + v j(t),

Dα
t v j(t) = −(β j + γ

2
j − γ jd j)y j(t) − (d j − γ j)v j(t) +

n∑
i=1

g ji fi(xi(t)) +
n∑

i=1
h ji fi(xi(t − σ ji)) + J j(t).

(2.1)

3. Results

Theorem 3.1. For the system (1.1), assume that H1 and H2 are true, if

η1 = min
1≤i≤n
{γi − |αi + γ

2
i − γici|, ci − γi − 1} > 0, η2 = min

1≤ j≤n
{γ j − |β j + γ

2
j − γ jd j|, d j − γ j − 1} > 0,

then, the solutions xi(t), y j(t) of (1.1) and Dα
t xi(t), Dα

t y j(t) (i, j = 1, 2, · · · , n) are bounded in [0,T ] (T <

+∞).

Proof. According to the first two formulas in (2.1), we can get
Dα

t |xi(t)| ≤ −γi|xi(t)| + |ui(t)|,

Dα
t |ui(t)| ≤ |αi + γ

2
i − γici||xi(t)| − (ci − γi)|ui(t)| +

n∑
j=1

(|ai j| + |bi j|) f̄ j + Īi.
(3.1)

According to Lemma 2.1, we can get from (3.1) that

|xi(t)| + |ui(t)| ≤ −γiD−αt |xi(t)| + D−αt |ui(t)| + |αi + γ
2
i − γici|D−αt |xi(t)|

−(ci − γi)D−αt |ui(t)| + D−αt [
n∑

j=1

(|ai j| + |bi j|) f̄ j + Īi]

≤ −(γi − |αi + γ
2
i − γici|)D−αt |xi(t)| − (ci − γi − 1)D−αt |ui(t)|

+[
n∑

j=1

(|ai j| + |bi j|) f̄ j + Īi]
Tα

Γ(α + 1)

≤ −η1D−αt [|xi(t)| + |ui(t)|] + m1, (3.2)

where m1 = [
n∑

j=1
(|ai j| + |bi j|) f̄ j + Īi] Tα

Γ(α+1) . According to Lemma 2.3 and (3.2), we have

|xi(t)| + |ui(t)| ≤ m1Eα(−η1tα), t > 0,

so xi(t) and ui(t) are bounded. Due to Dα
t xi(t) = −γixi(t) + ui(t), when xi(t) and ui(t) are bounded, and

Dα
t |xi(t)| ≤ −γi|xi(t)| + |ui(t)| ≤ (γi + 1)m1Eα(−η1tα),
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so Dα
t xi(t) are bounded.

Similarly, it can be deduced from the last two formulas of (2.1) that

|y j(t)| + |v j(t)| ≤ m2Eα(−η2tα), Dα
t |y j(t)| ≤ (γ j + 1)m2Eα(−η2tα),

where m2 = [
n∑

i=1
(|g ji| + |h ji|) f̄i + J̄ j] Tα

Γ(α+1) . So y j(t) and Dα
t y j(t) are bounded. □

Theorem 3.2. Assume that the condition H1 is true, if

η = min{min
1≤i≤n
{2γi − |1 − αi − γ

2
i + γici| −

n∑
j=1

(|g ji| + |h ji|)li, 2ci − 2γi − |1 − αi − γ
2
i + γici| −

n∑
j=1

(|ai j| +

|bi j|)l j}, min
1≤ j≤n
{2γ j−|1−β j−γ

2
j+γ jd j|−

n∑
i=1

(|ai j|+|bi j|)l j, 2d j−2γ j−|1−β j−γ
2
j+γ jd j|−

n∑
i=1

(|g ji|+|h ji|)li}} > 0,

then the solutions of system (1.1) are globally Mittag-Leffler stable.

Proof. Let X(t) = (x1(t), x2(t), · · · , xn(t), y1(t), y2(t), · · · , yn(t))T and X(t) = (x1(t), x2(t), · · · , xn(t), y1(t),
y2(t), · · · , yn(t))T be two solutions of system (1.1) with the initial value xi(s) = φ1i(s), Dα

t xi(s) =
φ2i(s), yi(s) = ψ1i(s), Dα

t xi(s) = ψ2i(s) and xi(s) = φ1i(s), Dα
t xi(s) = φ2i(s), yi(s) = ψ1i(s), Dα

t yi(s) =
ψ2i(s) . Let zi(t) = xi(t)−xi(t), wi(t) = yi(t)−yi(t), pi(t) = ui(t)−ui(t), qi(t) = vi(t)−vi(t), i = 1, 2, · · · , n.
According to (2.1), we get

Dα
t zi(t) = −γizi(t) + pi(t),

Dα
t pi(t) = −(αi + γi

2 − γici)zi(t) − (ci − γi)pi(t)

+
n∑

j=1
ai j( f j(y j(t)) − f j(y j(t))) +

n∑
j=1

bi j( f j(y j(t − τi j)) − f j(y j(t − τi j))),

Dα
t w j(t) = −γ jw j(t) + q j(t),

Dα
t q j(t) = −(β j + γ j

2 − γ jd j)w j(t) − (d j − γ j)q j(t)

+
n∑

i=1
g ji( fi(xi(t)) − fi(xi(t))) +

n∑
i=1

h ji( fi(xi(t − σ ji)) − fi(xi(t − σ ji))).

(3.3)

According to Lemma 2.2 and (3.3), we have

Dα
t z2

i (t) ≤ −2γiz2
i (t) + 2zi(t)pi(t),

Dα
t p2

i (t) ≤ −2(αi + γi
2 − γici)zi(t)pi(t) − 2(ci − γi)p2

i (t)

+2|pi(t)|[
n∑

j=1
|ai j|l j|w j(t)| +

n∑
j=1
|bi j|l j|w j(t − τi j)|],

Dα
t w2

j(t) ≤ −2γ jw2
j(t) + 2w j(t)q j(t),

Dα
t q2

j(t) ≤ −2(β j + γ j
2 − γ jd j)q j(t)w j(t) − 2(d j − γ j)q2

j(t)

+2|q j(t)|[
n∑

i=1
|g ji|li|zi(t)| +

n∑
i=1
|h ji|li|zi(t − σ ji)|].

(3.4)

From (3.4), we have

Dα
t

n∑
i=1

[z2
i (t) + p2

i (t)] + Dα
t

n∑
j=1

[w2
j(t) + q2

j(t)]

≤

n∑
i=1

{−2γiz2
i (t) + 2(1 − αi − γ

2
i + γici)zi(t)pi(t) − 2(ci − γi)p2

i (t) +
n∑

j=1

|ai j|l j(p2
i (t) + w2

j(t))
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+

n∑
j=1

|bi j|l j(p2
i (t) + w2

j(t − τi j))} +
n∑

j=1

{−2γ jw2
j(t) + 2(1 − β j − γ

2
j + γ jd j)w j(t)q j(t)

−2(d j − γ j)q2
j(t) +

n∑
i=1

|g ji|li(z2
i (t) + q2

j(t)) +
n∑

i=1

|h ji|li(q2
j(t) + z2

i (t − σ ji))}

=

n∑
i=1

{−[2γi − |1 − αi − γ
2
i + γici| −

n∑
j=1

|g ji|li]z2
i (t) − [2ci − 2γi − |1 − αi − γ

2
i + γici|

−

n∑
j=1

(|ai j| + |bi j|)l j]p2
i (t)} +

n∑
j=1

{−[2γ j − |1 − β j − γ
2
j + γ jd j| −

n∑
i=1

|ai j|l j]w2
j(t)

−[2d j − 2γ j − |1 − β j − γ
2
j + γ jd j| −

n∑
i=1

(|g ji| + |h ji|)li]q2
j(t)}

+

n∑
i=1

n∑
j=1

|bi j|l jw2
j(t − τi j) +

n∑
j=1

n∑
i=1

|h ji|liz2
i (t − σ ji). (3.5)

From (3.5), we can obtain
n∑

i=1

[z2
i (t) + p2

i (t)] +
n∑

j=1

[w2
j(t) + q2

j(t)]

≤

n∑
i=1

{−[2γi − |1 − αi − γ
2
i + γici| −

n∑
j=1

|g ji|li]D−αt z2
i (t) − [2ci − 2γi − |1 − αi − γ

2
i + γici|

−

n∑
j=1

(|ai j| + |bi j|)l j]D−αt p2
i (t)} +

n∑
j=1

{−[2γ j − |1 − β j − γ
2
j + γ jd j| −

n∑
i=1

|ai j|l j]D−αt w2
j(t)

−[2d j − 2γ j − |1 − β j − γ
2
j + γ jd j| −

n∑
i=1

(|g ji| + |h ji|)li]D−αt q2
j(t)}

+

n∑
i=1

n∑
j=1

|bi j|l jD−αt w2
j(t − τi j) +

n∑
j=1

n∑
i=1

|h ji|liD−αt z2
i (t − σ ji). (3.6)

When t ∈ [0, τi j], we have t − τi j ≤ 0, then,

D−αt w2
j(t − τi j) =

1
Γ(α)

∫ t

0
(t − s)α−1w2

j(s − τi j)ds

=
1
Γ(α)

∫ t−τi j

−τi j

(t − u − τi j)α−1w2
j(u)du

≤
w∗j
Γ(α)

∫ t−τi j

−τi j

(t − u − τi j)α−1du

=
w∗jt

α

Γ(α + 1)
≤

w∗jτ
α

Γ(α + 1)
, (3.7)

where w∗j = sup
−τ≤s≤0

{|ψ1 j(s) − ψ1 j(s)|}, j = 1, 2, · · · , n.
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When t ∈ [τi j,+∞), we have t − τi j ≥ 0, then

D−αt w2
j(t − τi j) =

1
Γ(α)

∫ t

0
(t − s)α−1w2

j(s − τi j)ds

=
1
Γ(α)

∫ t−τi j

−τi j

(t − u − τi j)α−1w2
j(u)du

=
1
Γ(α)

∫ 0

−τi j

(t − u − τi j)α−1w2
j(u)du +

1
Γ(α)

∫ t−τi j

0
(t − u − τi j)α−1w2

j(u)du

≤
w∗jτ

α

Γ(α + 1)
+

1
Γ(α)

∫ t

0
(t − u)α−1w2

j(u)du

=
w∗jτ

α

Γ(α + 1)
+ D−αt w2

j(t). (3.8)

From (3.7) and (3.8), we get

D−αt w2
j(t − τi j) ≤

w∗jτ
α

Γ(α + 1)
+ D−αt w2

j(t), (3.9)

where w∗j = sup
−τ≤s≤0

{|ψ1 j(s) − ψ1 j(s)|}, j = 1, 2, · · · , n. The same can be deduced

D−αt z2
i (t − σ ji) ≤

z∗iσ
α

Γ(α + 1)
+ D−αt z2

i (t), (3.10)

where z∗i = sup
−σ≤s≤0

{(φ1i(s) − φ1i(s))2}, i = 1, 2, · · · , n.

We substitute (3.9) and (3.10) into (3.6) to get

n∑
i=1

[z2
i (t) + p2

i (t)] +
n∑

j=1

[w2
j(t) + q2

j(t)]

≤

n∑
i=1

{−[2γi − |1 − αi − γ
2
i + γici| −

n∑
j=1

(|g ji + |h ji|)li]D−αt z2
i (t)

−[2ci − 2γi − |1 − αi − γ
2
i + γici| −

n∑
j=1

(|ai j| + |bi j|)l j]D−αt p2
i (t)}

+

n∑
j=1

{−[2γ j − |1 − β j − γ
2
j + γ jd j| −

n∑
i=1

(|ai j| + |bi j|)l j]D−αt w2
j(t)

−[2d j − 2γ j − |1 − β j − γ
2
j + γ jd j| −

n∑
i=1

(|g ji| + |h ji|)li]D−αt q2
j(t)}

+
1

Γ(α + 1)

n∑
i=1

n∑
j=1

[|bi j|l jw∗jτ
α + |h ji|liz∗iσ

α]

≤ −ηD−αt [
n∑

i=1

(z2
i (t) + p2

i (t)) +
n∑

j=1

(w2
j(t) + q2

j(t))] + M(φ − φ),
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where

M(φ − φ) =
1

Γ(α + 1)

n∑
i=1

n∑
j=1

[|bi j|l jw∗jτ
α + |h ji|liz∗iσ

α],

φ = (φ11(t), φ12(t), · · · , φ1n(t), ψ11(t), ψ12(t), · · · , ψ1n(t))T,

φ = (φ11(t), φ12(t), · · · , φ1n(t), ψ11(t), ψ12(t), · · · , ψ1n(t))T.

According to Lemma 2.3, we have

n∑
i=1

[z2
i (t) + p2

i (t)] +
n∑

j=1

[w2
j(t) + q2

j(t)] ≤ M(φ − φ)Eα(−ηtα).

Then,
n∑

i=1

z2
i (t) +

n∑
i=1

w2
i (t) ≤ M(φ − φ)Eα(−ηtα).

Using the inequality
n∑

i=1
|ai| ≤ (n

n∑
i=1

a2
i )

1
2 , we have

∥X(t) − X(t)∥ =
n∑

i=1

[|zi(t)| + |wi(t)|] ≤ 2[nM(φ − φ)Eα(−ηtα)]
1
2 . (3.11)

Obviously, M(0) = 0, M(φ − φ) ≥ 0. According to Definition 2.4, the solutions of the system (1.1) are
globally Mittag-Leffler stable. □

Theorem 3.3. Suppose that H1–H3 hold, if the conditions of Theorems 3.1 and 3.2 are satisfied, then
the system (1.1) has an anti-periodic solution which is globally Mittag-Leffler stable.

Proof. Let X(t) = (x1(t), x2(t), · · · , xn(t), y1(t), y2(t), · · · , yn(t))T be any solution of system (1.1). For
any natural number k and ω > 0 which is given in H3, we can get from (2.1) that

Dα
t [(−1)k+1xi(t + (k + 1)ω)] = −γi(−1)k+1xi(t + (k + 1)ω) + (−1)k+1ui(t + (k + 1)ω),

Dα
t [(−1)k+1ui(t + (k + 1)ω)] = −(αi + γi

2 − γici)(−1)k+1xi(t + (k + 1)ω)

−(ci − γi)(−1)k+1ui(t + (k + 1)ω) +
n∑

j=1
ai j f j((−1)k+1y j(t + (k + 1)ω))

+
n∑

j=1
bi j( f j((−1)k+1y j(t + (k + 1)ω − τi j)) + Ii(t),

Dα
t [(−1)k+1y j(t + (k + 1)ω)] = −γ j(−1)k+1y j(t + (k + 1)ω) + (−1)k+1v j(t + (k + 1)ω),

Dα
t [(−1)k+1v j(t + (k + 1)ω)] = −(β j + γ j

2 − γ jd j)(−1)k+1y j(t + (k + 1)ω)

−(d j − γ j)(−1)k+1v j(t + (k + 1)ω) +
n∑

i=1
g ji fi((−1)k+1xi(t + (k + 1)ω))

+
n∑

i=1
h ji( fi((−1)k+1xi(t + (k + 1)ω − σ ji)) + J j(t).

(3.12)

It can be seen that for any natural number k,

(−1)k+1xi(t + (k + 1)ω), (−1)k+1ui(t + (k + 1)ω), (−1)k+1y j(t + (k + 1)ω), (−1)k+1v j(t + (k + 1)ω)
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are the solutions of (2.1), then,

(−1)kxi(t + kω), (−1)kui(t + kω), (−1)ky j(t + kω), (−1)kkv j(t + kω) (i, j = 1, 2, · · · , n)

are also the solutions of (2.1). This means (−1)kxi(t + kω), (−1)ky j(t + kω) are the solution of
system (1.1). From Theorem 3.1, the solutions of system (1.1) xi(t), y j(t) and Dα

t xi(t), Dα
t y j(t) are

bounded, due to
ui(t) = Dα

t xi(t) + γixi(t), v j(t) = Dα
t y j(t) + γ jy j(t),

we get (−1)kxi(t+kω), (−1)kui(t+kω), (−1)ky j(t+kω), (−1)kv j(t+kω) are also bounded, i, j = 1, 2, · · · , n.
On the other hand, due to

RL
a Dα

t g(t) =C
a Dα

t g(t) +
n−1∑
k=1

(t − a)k−α

Γ(k − α + 1)
f k(a),

where RL
a Dα

t g(t) is Riemann-Liourille fractional-order derivative, C
a Dα

t g(t) is Caputo fractional-order
derivative, that is

C
a Dα

t g(t) =
1

Γ(n − α)

∫ t

a

f (n)(τ)
(t − τ)α+1−n dτ, n − 1 < α < n.

So that we can get xi(t), y j(t), ui(t), v j(t) (i, j = 1, 2, · · · , n) are differentiable, then we obtain the
function sequence (−1)kxi(t + kω), (−1)kui(t + kω), (−1)ky j(t + kω), (−1)kv j(t + kω) is equicontinuity
and uniform boundedness. Using the Ascoli-Arzela theorem, we can select a subsequence {kω}k∈N ,
such that {(−1)kxi(t + kω)}k∈N , {(−1)ky j(t + kω)}k∈N , {(−1)kui(t + kω)}k∈N , {(−1)kv j(t + kω)}k∈N (N =
1, 2, · · · , n, · · · ) uniformly converge to continuous functions x∗i (t), y∗j(t), u∗i (t), v∗j(t) on any compact
set in [0,+∞), that is,

lim
k→+∞

(−1)kxi(t + kω) = x∗i (t), lim
k→+∞

(−1)ky j(t + kω) = y∗j(t),

lim
k→+∞

(−1)kui(t + kω) = u∗i (t), lim
k→+∞

(−1)kv j(t + kω) = v∗j(t).

Let
X∗(t) = (x∗1(t), x∗2(t), · · · , x∗n(t), y∗1(t), y∗2(t), · · · , y∗n(t))T,

U∗(t) = (u∗1(t), u∗2(t), · · · , u∗n(t), v∗1(t), v∗2(t), · · · , v∗n(t))T.

We can prove that X∗(t) and U∗(t) are anti-periodic functions. In fact,

X∗(t) = lim
k→+∞

(−1)kX(t + ω + kω) = − lim
k→+∞

(−1)k+1X(t + (k + 1)ω) = −X∗(t),

U∗(t) = lim
k→+∞

(−1)kU(t + ω + kω) = − lim
k→+∞

(−1)k+1U(t + (k + 1)ω) = −U∗(t),

from this, X∗(t) and U∗(t) are the ant-periodic functions. Because

lim
k→+∞

(−1)k+1xi(t + (k + 1)ω) = x∗i (t), lim
k→+∞

(−1)k+1y j(t + (k + 1)ω) = y∗j(t),

lim
k→+∞

(−1)k+1ui(t + (k + 1)ω) = u∗i (t), lim
k→+∞

(−1)k+1v j(t + (k + 1)ω) = v∗j(t).
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When fi(·) is continuous, it can be inferred from (3.12) that

Dα
t x∗i (t) = −γix∗i (t) + u∗i (t),

Dα
t u∗i (t) = −(αi + γ

2
i − γici)x∗i (t) − (ci − γi)u∗i (t) +

n∑
j=1

ai j f j(y∗j(t)) +
n∑

j=1
bi j f j(y∗j(t − τi j)) + Ii(t),

Dα
t y∗j(t) = −γ jy∗j(t) + v∗j(t),

Dα
t v∗j(t) = −(β j + γ

2
j − γ jd j)y∗j(t) − (d j − γ j)v∗j(t) +

n∑
i=1

g ji fi(x∗i (t)) +
n∑

i=1
h ji fi(x∗i (t − σ ji)) + J j(t).

(3.13)
That is, X∗(t) and U∗(t) are the anti-periodic solutions of (2.1). This means X∗(t) is the anti-periodic
solution of system (1.1). According to (3.11), we have

∥X(t) − X∗(t)∥ ≤ 2[nM(φ − φ∗)Eα(−ηtα)]
1
2 ,

where X∗(t) is with the initial value φ∗ = (φ∗11(s), φ∗12(s), · · · , φ∗1n(s), ψ∗11(s), ψ∗12(s), · · · , ψ∗1n(s))T, −δ ≤
s ≤ 0, δ = max{τ, σ}, M(φ − φ∗) ≥ 0, M(0) = 0. Therefore, the system (1.1) has an anti-periodic
solution which is Mittag-Leffler stable. □

4. Numerical example

Example 1. Consider the following fractional-order inertial BAM neural networks with time-delays:
D2α

t xi(t) = −ciDα
t xi(t) − αixi(t) +

2∑
j=1

ai j f j(y j(t)) +
2∑

j=1
bi j f j(y j(t − τi j)) + Ii(t),

D2α
t y j(t) = −d jDα

t y j(t) − β jy j(t) +
2∑

i=1
g ji fi(xi(t)) +

2∑
i=1

h ji fi(xi(t − σ ji)) + J j(t),
(4.1)

for t ≥ 0, i, j = 1, 2. The parameters settings are as follows: α = 0.85, fi(xi) = 1
50 (|xi+1|−|xi−1|), τi j =

σi j = 1, i, j = 1, 2. I1(t) = 0.01 cos(t), I2(t) = 0.01 cos(t), J1(t) = 0.03 sin(t), J2(t) = 0.01 sin(t),
α1 = 2.5, α2 = 2.6, β1 = 2.5, β2 = 3, c1 = 2.5, c2 = 2.6, d1 = 2.8, d2 = 2.6, a11 = 0.4, a12 =

0.5, a21 = 0.5, a22 = 0.8, b11 = −0.1, b12 = 0.1, b21 = 0.2, b22 = 0.2, g11 = 0.6, g12 = 0.5, g21 =

0.5, g22 = 0.6, h11 = 0.1, h12 = 0.5, h21 = 0.4, h22 = 0.2.
We choose li = 1, i = 1, 2, ω = π, γ1 = 1.25, γ2 = 1.35. After calculation, we get

η1 = min
1≤i≤n
{γi − |αi + γ

2
i − γici|, ci − γi − 1} = 0.25 > 0,

η2 = min
1≤ j≤n
{γ j − |β j + γ

2
j − γ jd j|, d j − γ j − 1} = 0.0375 > 0,

η = min{min
1≤i≤n
{2γi−|1−αi−γ

2
i +γici|−

n∑
j=1

(|g ji|+ |h ji|)li, 2ci−2γi−|1−αi−γ
2
i +γici|−

n∑
j=1

(|ai j|+ |bi j|)l j},

min
1≤ j≤n
{2γ j−|1−β j−γ

2
j+γ jd j|−

n∑
i=1

(|ai j|+|bi j|)l j, 2d j−2γ j−|1−β j−γ
2
j+γ jd j|−

n∑
i=1

(|g ji|+|h ji|)li}} = 0.4875 > 0.

That is to say, the conditions in Theorem 3.3 are satisfied. It can be seen that system (4.1) has an anti-
periodic solution with a period of π and it is Mittag-Leffler stable.

On the other hand, we get the state of the example through numerical simulation in Figure 1. It can
be seen from the figure that it is consistent with the theoretical result of Theorem 3.3.
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Figure 1. The state variables x1(t), x2(t), y1(t), y2(t) of example at time t.

5. Conclusions

The fractional-order inertial neural networks considers the damping factor and can simulate more
complex networks systems. Therefore, compared with fractional-order neural networks without inertia
term, it has more research value in theory and application. The anti-periodic phenomena of nonlinear
differential equations appear widely in biology, physics and many other fields. The fractional-order
inertial BAM neural networks model is a system of nonlinear differential equations, which has a wide
application background. It is important to study the existence and stability of the anti-periodic solution
for the system in dynamic behaviors.

In this paper, we study the existence and Mittag-Leffler stability of anti-periodic solutions for
fractional-order inertial BAM neural networks with time-delays. It is a new topic. Studying
the existence and stability of the anti-periodic solution for the system has certain research value
in theoretical exploration. By introducing variable substitution, the BAM neural networks model
with two fractional-order derivatives of different orders is transformed into a model with only one
fractional-order neural networks of the same order. Using the fractional-order calculus properties,
the boundedness and Mittag-Leffler stability of the system solution are given. By constructing the
sequence solution of the function for the system and applying the Ascoli-Arzela theorem, the sufficient
conditions for the existence and Mittag-Leffler stability of anti-periodic solutions are obtained, and
the validity of the conclusions derived in this paper is verified by numerical simulation. We give the
sufficient conditions for the existence and stability of anti-periodic solutions for a class of fractional-
order inertial BAM neural networks, that is, the results of Theorems 3.1–3.3. From the data we have
consulted, there are no results of the study on the stability of anti-periodic solutions for fractional-order
inertial BAM neural networks. Therefore, our research topic is new, and the results obtained are also
new. The results provide theoretical criteria for further research on innovation and practical application
of system dynamic behavior.
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Using the research ideas and methods in this paper, we can further study other types of fractional-
order inertial neural networks with time-delays, such as the existence and Mittag-Leffler stability of
anti-periodic solutions for fractional-order inertial Cohen-Grossberg type BAM neural networks with
time-delays.
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