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illustrate theories and theorems in detail.
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1. Introduction

All measurements have some degree of uncertainty that may come from various sources. There
are many theories for presenting and analyzing measurement uncertainty. Statistical analysis, interval
analysis and fuzzy analysis are some of them. Let y(t) show the displacement at time t for a point of a
building during an earthquake. To illustrate this uncertainty in measurement, we can use

y(t) = yM(t) ± δ(t) (unit of measurement),
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where yM(t) is the measured value, and δ(t) ≥ 0 is the uncertainty at time t. Some literature uses the
standard notation

y(t) = yM(t) ± ρ(t)yM(t) (unit of measurement), (1.1)

to cover uncertainty, where ρ(t) is relative uncertainty. This means

y(t) ∈ [yM(t) − ρ(t)yM(t), yM(t) + ρ(t)yM(t)].

We want to investigate the effect of ρ(t) on dynamical processes. Thus, we will use a Homotopy with
uncertainty parameter r ∈ [0, 1] such that ρ(t, r) for r = 0 attains the largest bound for uncertainty, and
for r = 1 it becomes a deterministic point (Figure 1). Thus, we impose on ρ the following condition:

ρ(t, 1) = 0, deterministic condition. (1.2)

r = 0 r = 1

uncertainty determinism-

Figure 1. Map from uncertainty toward determinism.

If we consider unsymmetrical uncertainty, we can consider the following uncertain interval with
two different function ρ1 and ρ2:

y(t) ∈ [yM(t) − ρ1(r)|yM(t)|, yM(t) + ρ2(r)|yM(t)|].

Conclusively, interval analysis and fuzzy theory in connection to each other are important tools for
describing uncertainty and its related dynamics in applied dynamical systems.

A challenging question is how to define the rate of change (derivative) of an uncertain function.
To define a derivative only by Hukuhara difference, Bede and Gal introduced a strongly generalized
derivative [1]. In this way, if one of the four types of derivatives exists, then it is a strongly defined
derivative. Obviously, it is a solution for defining a derivative but not the best. The weaker form can be
more applied and constructive in the means that all four types should exist. However, even accepting
one form leads to restricting the space of differential functions for the Hukuhara derivative. In this
paper, we investigate such restrictions in more detail. We think this is a constructive analysis to go
further and use the correct form in the applied model.

Stefanini and Bede introduced a better solution for defining a derivative by generalizing
Hukuhara’s definition [2–4]. Since then, extensive studies with applications, characteristics, critics
and more generalizations have emerged (for examples, see [5–11]). In this direction, we generalize
some other differences and investigate their effects on defining a derivative.

The generalized Hukuhara derivative for an interval-valued function has been studied in [12, 13] in
detail. We remark that the interval-valued functions are related to fuzzy-valued functions, but
conceptually they are different. For recent developments on interval-valued functions, analysis and
applications, one can consult [14–19].

In this paper, we introduce uncertain numbers by intervals as an equivalent concept of parametric
fuzzy numbers. We propose various “differences” and investigate their properties. Surveying scalar
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derivatives, we introduce a new scalar derivative, such that the place of the lower and the upper
uncertainty does not change. This leads to introducing a new generalized difference induced by this
scalar multiplication. The new difference has the property that the uncertainties of similar parts make
contributions to the resulting difference.

Then, from these differences, we extend a concrete definition for the scalar multiplication and
differences that covers the previous and the new definition. A very detailed analysis of the existence
of differences and their well-definiteness is carried out with theorems that completely clarify when
such differences exist or do not exist.

Finally, we turn to the definition of the derivative, and we survey and analyze previous differences
and derivatives.

In detail, we study the difficulties in the definitions of derivatives. For example, we will see that in
the presence of uncertainty, the Hukuhara derivative for the fixed type of derivative cannot exist. The
detailed analysis of the generalized Hukuhara derivative also shows not only bifurcation but also the
restriction of the space of fuzzy derivative functions. However, we obtain better results with the new
derivative.

Since information makes one decide what types of scalar multiplications, differences and derivatives
are required in the modeling, we make a concrete analysis in the final sections for the general types of
derivatives. We provide several examples in confirmation and clarification of this concrete analysis.

In Section 2, we define an uncertain number and investigate its connection to a fuzzy number. In
Section 3, some new classes of scalar multiplication and Hukuhara differences are proposed. Finally,
in Section 4 characterized theorems for various fuzzy derivatives are investigated.

2. Representation of the uncertainty by interval analysis and fuzzy theory

This section has two parts. In the first part, we introduce uncertain numbers (for the first time) as
an equivalent tool in interval analysis relating to the parametric definition of fuzzy numbers. In the
second part, we introduce the parametric form of fuzzy numbers and related equivalency theorems and
equations.

2.1. Uncertain number

Throughout this paper, we denote by K the set of all closed real intervals [a, b] such that a ≤ b and
by KR ⊂ K the set of degenerate intervals [a, a] where a ∈ R.

We regard [a, a] = a as both an interval and a deterministic real number. Also, we define the space
CM[a, b], consisting of all real valued functions

u : [a, b]→ R

such that u is monotonically decreasing, left continuous on (a, b] and right continuous at a. The
restriction of this space to non-negative functions will be denoted by CM+, i.e.,

CM+[a, b] = {u : [a, b]→ R+ : u ∈ CM}.

Definition 2.1. An entirely uncertain number is a map du : [0, 1]→ K such that

du(r) = [d − u1(r), d + u2(r)], r ∈ [0, 1], (2.1)
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where d ∈ R, u1, u2 ∈ CM+[0, 1]. Furthermore, if the condition

u1(1) = u2(1) = 0 (2.2)

holds, we say du is an uncertain number. If u1, u2 ∈ Cm[0, 1] (m ∈ N ∪ {0}), we say du is a Cm-smooth
(entirely) uncertain number. The interval d is the deterministic part, and ui (i = 1, 2) are uncertain
parts.

Furthermore, an uncertain number can be regarded as an element of

R ×CM[0, 1] ×CM[0, 1]

(a triple (d, u1, u2)) with their scalar multiplication and addition.
Let D : R ×CM+ ×CM+ → [0, 1]K be an operator with the following representation:

D(d, u1, u2) = [d − u1(r), d + u2(r)], r ∈ [0, 1].

This operator creates a homomorphism between du and the triple (d, u1, u2) for uncertain numbers.
Therefore, without loss of generality, we can use both definitions (see Figure 2).

Entirely uncertain numbers
R ×CM[0, 1] ×CM[0, 1]

The space [0, 1]K

Entirely uncertain numbers ud.

-

Uncertain numbers Uncertain numbers

u1(1) = u2(1) = 0u1(1) = u2(1) = 0 D

'

&

$

%
-D 1-1

'

&

$

%

Figure 2. Homomorphism between two uncertain numbers.

Remark 1. We recall that the condition 2.2 is a homotopy from uncertainty to determinism by the
parameter r. Thus, we say it is an uncertain number. If this condition does not hold, we may not obtain
a deterministic number by changing r, and thus we say it is an entirely uncertain number.

Theorem 2.1. Uncertain numbers are well-defined and have unique representations. Mathematically,
this can be viewed as the map D restricted to uncertain numbers being one-to-one.
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Proof. Let (d, u1, u2) and (g, v1, v2) be two uncertain numbers that have the same representation: i.e.,

D(d, u1, u2) = D(g, v1, v2).

Then, for all r ∈ [0, 1], we have

[d − u1(r), d + u2(r)] = [g − v1(r), g + v2(r)].

Putting r = 1,we get d−u1(1) = g−v1(1). Thus, d = g, since u1(1) = v1(1) = 0. Therefore, u1(r) = v1(r)
follows from d − u1(r) = g − v1(r) = d − v1(r). Similarly, u2(r) = v2(r). This implies du = gv. �

From Theorem 2.1, one can conclude that the map D restricted to uncertain numbers is one-to-one
(see Figure 2).

Remark 2. Theorem 2.1 is not correct for entirely uncertain numbers. An entirely uncertain number
may not have a unique representation.

Remark 3. The highest value of uncertainty is in the origin. The value of uncertainty in the origin
ui(0) (i = 1, 2) is bounded, since ui is a right continuous function at the point zero.

2.2. The equivalency of an entirely uncertain number and a fuzzy number

Definition 2.2. (LU-representation) [20] A fuzzy number (fn) on R with a parametric representation
is an ordered pair f = ( f1, f2) of two real functions f1, f2 : [0, 1] → R, which satisfy the following
requirements:
(i) f1 is bounded, monotonically increasing, left continuous on (0, 1] and right continuous at 0.
(ii) f2 is bounded, monotonically decreasing, left continuous on (0, 1] and right continuous at 0.
(iii) f1(1) ≤ f2(1).

Here, f1(r) and f2(r) are called the left and right r-cut boundaries, respectively, where 0 ≤ r ≤ 1.

Definition 2.3. Let f be a fuzzy number. Then, the deterministic part of f is defined by

d( f ) =
f1(1) + f2(1)

2
, (2.3)

and uncertain parts of f are defined by

u1( f )(r) := d( f ) − f1(r), lower or left uncertain part, (2.4)

and
u2( f )(r) := f2(r) − d( f ), upper or right uncertain part. (2.5)

The following theorem connects the fuzzy theory to the uncertain theory.

Theorem 2.2. An entirely uncertain number is fuzzy number and a fuzzy number is an entirely
uncertain number

Proof. Let f be a fuzzy number. It follows from (2.3)–(2.5), that

f1(r) = d( f ) − u1( f )(r), (2.6)
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and
f2(r) = d( f ) + u2( f )(r), (2.7)

and hence f can be written as

f = [d( f ) − u1( f )(r), d( f ) + u2( f )(r)]. (2.8)

We note that
u1( f )(r) =

f1(1) + f2(1)
2

− f1(r) =
2( f1(1) − f1(r)) + f2(1) − f1(1)

2
. (2.9)

By the first property of Definition 2.2, f1(1) − f1(r) ≥ 0, and f1(1) − f1(r) is a monotonically
decreasing function, left continuous on (0, 1] and right continuous at 0. By the third property of
Definition 2.2, f2(1) − f1(1) ≥ 0. Thus, Eq (2.9) proves that u1( f )(r) ≥ 0 is monotonically decreasing,
left continuous on (0, 1] and right continuous at 0, so u1( f ) ∈ CM+[0, 1]. Similarly, noting that

u2( f )(r) = f2(r) −
f1(1) + f2(1)

2
=

2( f2(r) − f2(1)) + f2(1) − f1(1)
2

, (2.10)

we can conclude that u2( f ) ∈ CM+[0, 1].
Now, let du(r) = [d − u1(r), d + u2(r)] be a representation of an entirely uncertain number. Setting

f1(r) = d − u1(r) and f2(r) = d + u2(r), we find that f1 and f2 satisfy conditions (i)–(iii) of Definition
2.2, and f = ( f1, f2) is a fuzzy number. �

Equation (2.8) is a representation of a fuzzy number by an uncertain number. Thus, the fuzzy
number and the entirely uncertain number are the same concept with different representations. We use
both representations according to what we need.

3. Basic arithmetic operations for uncertain numbers

Let f = ( f1, f2) and g = (g1, g2) be fuzzy numbers and k be a scalar number. We recall that addition
and scalar multiplication are defined by

f + g = ( f1 + g1, f2 + g2), (3.1)

and

k f =


(k f1, k f2), if k > 0,
0, if k = 0,
(k f2, k f1), if k < 0,

(3.2)

respectively. It is an intriguing idea to define scalar multiplication for an entirely uncertain number,
represented as follows:

k f = [kd( f ) − |k|u1( f )(r), kd( f ) + |k|u2( f )(r)]. (3.3)

Obviously, the right hand side of (3.3) is an interval. For k > 0, both definitions are equal. However,
for k < 0, we have

kd( f ) − |k|u1( f )(r) = k(d( f ) + u1( f )(r))
= k(d( f ) + (d( f ) − f1(r)))
= k(2d( f ) − f1(r))
= k( f1(1) + f2(1) − f1(r)) , k f2(r).

(3.4)
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Thus, this is a new scalar multiplication, and (3.3) is not equivalent to (3.2).

Remark 4. Most interesting uncertain functions and numbers have symmetric uncertain
representation, which means that u1( f ) = u2( f ). In this case, for k < 0, we have

kd( f ) − |k|u1( f )(r) = k(d( f ) + u1( f )(r))
= k(d( f ) + u2( f )(r))
= k f2(r),

(3.5)

and similarly kd( f ) + |k|u2( f )(r) = k f1(r). Consequently, for symmetric uncertain numbers, (3.3) is
equivalent to (3.2).

Now, let us turn to the definition of the difference operator. Defining difference by f −g = f + (−1)g
or f − g = f + (−1).g leads to some unorthodox properties, such as f − f , {0}. To fix these problems,
Hukuhara [21] and later Stefanini [3] introduced the H-difference and gH- difference as

f 	 g = h ⇔ f = g + h (3.6)

and

f 	g g = h ⇔
{

f = g + h,
or g = f + (−1)h,

(3.7)

respectively. The important properties of these definitions are that, if they exist, then

f 	 g = ( f1 − g1, f2 − g2) (3.8)

and
f 	g g = (min{ f1 − g1, f2 − g2},max{ f1 − g1, f2 − g2}). (3.9)

With uncertain number representation, if they exist, then

f 	 g = [d( f ) − d(g) − (u1( f ) − u1(g)), d( f ) − d(g) + (u2( f ) − u2(g))], (3.10)

and

f 	g g = (d( f ) − d(g) −max{(u1( f ) − u1(g)),−(u2( f ) − u2(g))},
d( f ) − d(g) + max{−(u1( f ) − u1(g)), (u2( f ) − u2(g))}).

(3.11)

In a similar manner, we generalize the new scalar definition, as

f 	g g = h, ⇔
{

f = g + h,
or g = f + (−1)h.

(3.12)

It is straightforward to see that

f 	g g = [d( f ) − d(g) − |u1( f ) − u1(g)|, d( f ) − d(g) + |u2( f ) − u2(g)|]. (3.13)

To guide this result, we note that if f = g+h, then ui( f ) = ui(g)+ui(h), and hence ui(h) = ui( f )−ui(g),
(i = 1, 2). These functions can be uncertain parts of f 	g g if ui( f ) − ui(g) ≥ 0. Otherwise, we should
suppose g = f + (−1)h. Thus, ui(g) = ui( f ) + ui(h), and ui(h) = ui(g) − ui( f ) ≥ 0. Conclusively,
ui(h) = |ui(g) − ui( f )|.

AIMS Mathematics Volume 8, Issue 1, 2168–2190.



2175

Remark 5. The interesting feature of (3.13) is that the uncertainty of the left boundary of the difference
is obtained by the uncertainty of the left boundaries of f and g, while in (3.11), both right and left
boundaries are involved in the uncertainty of left boundaries of difference. A similar feature holds for
the uncertainty of the right boundaries involved in the fuzzy difference.

The rate of change is defined by the difference in a tiny time. The rate of change of position of an
object in any direction is speed. Obviously, we have uncertainty in measuring the distance. Thus, what
is the uncertainty of evaluating speed? This is an important difficult question since the difference in a
tiny time for uncertain numbers has many definitions. Which one should we choose? We can choose
the best definition by adding more information. If we accept that the uncertainty of one boundary in
the rate of change is just affected by the uncertainty of that boundary, our new definition Eq (3.13) is
reasonable to use for defining such changes. However, if the uncertainty is vaguer, and both boundaries
of motion contribute to each boundary of the change, then the previous definition of the generalized
Hukuhara differences is recommended.

It is tempting to consider a more general definition of the difference described by

f 	G g = d( f ) − d(g)
+ [−G1(u1( f ) − u1(g), u2( f ) − u2(g)),G2(u1( f ) − u1(g), u2( f ) − u2(g)],

where Gi : R2 → R (i = 1, 2) are two-variable functions (We call them uncertain norms). If Gi : R2 →

R+, for all r ∈ [0, 1], then [−G1(, ),G2(, )] is a well defined interval. This definition should support a
reverse formula

f 	G G = h, ⇔
{

f = g + (1)Gh,
or g = f + (−1)Gh,

(3.14)

where (k)G : RF → RF is an scalar operation such that

(k)G( f ) = [k(d( f )) − (k)G1(u1( f ), u2( f )), k(d( f )) + (k)G2(u1( f ), u2( f ))],

and (k)Gi : (R+)2
→ R+ (i = 1, 2) have one of the following properties:

(1)Gi(G1(u1( f ) − u1(g), u2( f ) − u2(g)),G2(u1( f ) − u1(g), u2( f ) − u2(g)))
+ ui(g) = ui( f ),

(3.15)

or

ui(g) = ui( f )+
(−1)Gi(G1(u1( f ) − u1(g), u2( f ) − u2(g)),G2(u1( f ) − u1(g), u2( f ) − u2(g))),

(3.16)

for i = 1, 2, where g and f are fuzzy numbers.

Example 1. For H difference,
Gi(v1, v2) = vi,

with
(k)Gi(v1, v2) = kvi.

For gH difference,
Gi(v1, v2) = max{(−1)i+1v1, (−1)iv2},
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with

(k)Gi(v1, v2) =

{
kvi, if k ≥ 0,
kv3−i, if k < 0.

For g, H difference,
Gi(v1, v2) = |vi|,

with
(k)Gi(v1, v2) = |k|vi.

Also, for p = 2s, s ∈ N,
Gi(v1, v2) = vp

i ,

(k)Gi(v1, v2) = kv1/p
i , (3.17)

and for p = 2s + 1,
Gi(v1, v2) = |vi|

p,

with

(k)Gi(v1, v2) =

{
kvi, if k ≥ 0,
kv3−i, if k < 0.

or
Gi(v1, v2) = max{(−1)i+1v1, (−1)iv2}

p,

with

(k)Gi(v1, v2) =

{
kvi, if k ≥ 0,
kv3−i, if k < 0,

can be other suitable uncertain norms.

We note that Eqs (3.10), (3.11) and (3.13) are valid if the corresponding differences exist. As
far as we know, a comprehensive characteristic theorem for the existence of even previously defined
differences does not exist. The following theorem covers such characteristics.

Theorem 3.1. Let f and g be two fuzzy numbers. The differences (I) f 	 g, (II) f 	g g, (III) f 	g. g and
(IV) f 	G g exist if

(I) ui( f ) − ui(g) ∈ CM+[0, 1] for i = 1, 2;

(II) max{(u1(g) − u1( f )),−(u2(g) − u2( f ))} ∈ CM+[0, 1] and
max{−(u1(g) − u1( f )), (u2(g) − u2( f ))} ∈ CM+[0, 1];

(III) |ui( f ) − ui(g)| ∈ CM[0, 1] for i = 1, 2;

(IV) Gi (u1( f ) − u1(g), u2( f ) − u2(g)) ∈ CM+[0, 1] for i = 1, 2,

respectively.

Proof. We proof the case (I). Other cases are similar. Let assumption (I) hold. Assume

c = [d( f ) − d(g) − (u1( f ) − u1(g)), d( f ) − d(g) + (u2( f ) − u2(g))].

AIMS Mathematics Volume 8, Issue 1, 2168–2190.
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Then, from (I) c is an entirely uncertain number and thus it is a fuzzy number by Theorem 2.2. We
note that g + c = (d( f )− u1( f ), d( f ) + u2( f )) = ( f1, f2) = f . It follows by the definition of H-difference
that c = f 	 g.

Now, let c = f 	 g. We prove the case (I). Since c is a fuzzy number, thus c is an entirely uncertain
number by Theorem 2.2. Therefore u1(c) ≥ 0 and u2(c) ≥ 0 are monotonically decreasing, left
continuous on (0, 1] and right continuous at 0, i. e.: ui(c) ∈ CM+[0, 1] for i = 1, 2. We show
u1(c) = u1( f ) − u1(g) and u2(c) = u2( f ) − u2(g). Since g + c = f thus (g1 + c1, g2 + c2) = ( f1, f2).
Immediately it follows c1 = f1 − g1 and c2 = f2 − g2. From (2.3) and (2.4),

u1(c) =
c1(1) + c2(1)

2
− c1(r)

=
f1(1) − g1(1) + f2(1) − g2(1)

2
− ( f1(r) − g1(r))

=
f1(1) + f2(1)

2
− f1(r) −

(
g1(1) + g2(1)

2
− g1(r)

)
= u1( f ) − u1(g).

Similarly, u2(c) = u2( f ) − u2(g), and this completes the proof. �

Conditions of the case (ii) lead to the following categorizing.

Corollary 1. Let hi = ui( f ) − ui(g) (i = 1, 2). Assume the fuzzy difference f 	g g exists. Then,
h1(r)h2(r) ≥ 0 for all r ∈ [0, 1].

Since the detail of this proof is important, we refer to the proof of this theorem in the following
remark.

Remark 6. There are two possibilities, max{−h1, h2} = h2 or max{−h1, h2} = −h1. For each case, we
can distinguish the following characterizations:

(i) max{−h1, h2} = h2; then, max{h1,−h2} = h1. By condition (II), hi ∈ CM+[0, 1], and that means that
h1 ≥ 0 and h2 ≥ 0. From Eq (3.11), we have

f 	g g = (d( f ) − d(g) − h1, d( f ) − d(g) + h2).

(ii) max{−h1, h2} = −h1; then, max{h1,−h2} = −h2. From Condition (II), we obtain −hi ∈ CM+[0, 1].
Thus, h2 ≤ 0, and h1 ≤ 0. From Eq (3.11), we have

f 	g g = (d( f ) − d(g) − (−h2), d( f ) − d(g) − h1).

Example 2. Does f 	g g exist for all f , g ∈ R f ? The answer is negative. In fact, Corollary 1 sheds light
on how to find such numbers. Indeed, if h1(r)h2(r) < 0 for some r ∈ [0, 1], then the fuzzy difference
f 	g g does not exist. For example, set f = (−3 + 3r, 2.5− 2.5r) and g = (−1 + r, 4− 4r). Supposing the
existence of f 	g g, by Eq (3.9) we should have

f 	g g = [min{−2 + 2r,−1.5 + 1.5r},max{−2 + 2r,−1.5 + 1.5r}]
= (−2 + 2r,−1.5 + 1.5r).

(3.18)

Obviously, the pair (−2 + 2r,−1.5 + 1.5r) is not a fuzzy number.

I do not think Definition 4 of [22] can remedy this problem.
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4. Definition of rate of changes

A fuzzy-valued function is a function whose value is fuzzy. Generally, in the rest of this paper, we
consider f : [a, b] → R f where R f stands for the set of fuzzy numbers. The limit of f (t) when t → t0

is a fuzzy number l = (l1, l2) such that limt→t0 fi(r, t) = li(r) for all r ∈ [0, 1], point-wise. Some authors
prefer uniform convergence with distance:

D( f (t), l) = supr∈[0,1] max{| f1(t, r) − l1(r)|, | f2(t, r) − l2(r)|}.

Then, limt→t0 f (t) = l uniformly if limt→t0 D( f (t), l) = 0. Clearly, uniform limit delivers the point-wise
limit. The inverse may not be correct. In this paper, we consider point-wise convergence.

The definition of the derivative depends on the definition of the difference. So, we can generalize
this definition as follows.

Definition 4.1. Let f : [a, b]→ R f be a fuzzy valued function. Then, the right (left) fuzzy derivative of
f exits on t ∈ (a, b) if the limits

D+ f (t) = lim
h→0+

f (t + h)	̃ f (t)
h

, (4.1)

and

D− f (t) = lim
h→0−

f (t + h)	̃ f (t)
h

= lim
h→0+

f (t − h)	̃ f (t)
−h

,

(4.2)

exist and are fuzzy, respectively. We say the fuzzy derivative of f exists if D+ f (t) = D− f (t), and we
show it with D f = D+ f (t) = D− f (t). We use D, Dg, Dg. and DG for 	̃ = 	, 	̃ = 	g, 	̃ = 	g. and
	̃ = 	g., respectively.

We note that in the realm of fuzzy theory, the backward difference f (t)	̃ f (t ± h) may change the
definition of the derivative. This will add two more definitions. Thus, the definitions of derivatives
are categorized into four types [1]. Here, we study only one type, since the “or” condition in their
definition makes the analysis poor.

4.1. Characteristic theorems for Hukuhara derivative

Again, to the best of our knowledge, we do not have a comprehensive, solid characteristic theorem
that points out the optimal conditions for the existence of a fuzzy derivative.

Theorem 4.1. Let f : [a, b]→ RF . Let

f (r, t) = [d( f )(t) − u1( f )(r, t), d( f )(t) + u2( f )(r, t)],

for (r, t) ∈ [0, 1] × [a, b], be a fuzzy valued function with a representation of an uncertain function.
Assume the following:

(i) Scalar derivatives of d( f )(t), u1( f )(r, t) and u2( f )(r, t) exist on Nε(t0)× [0, 1] for a given ε > 0 where
Nε(t0) := (t0 − ε, t0 + ε);
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(ii) dui( f )
dt (r, t) ≥ 0 (i = 1, 2) on Nε(t0) × [0, 1];

(iii) There exists ĥ > 0 such that for all 0 < h < ĥ, the difference ui( f )(r, t0 + h) − ui( f )(r, t0) (i = 1, 2)
is a monotonically decreasing function with respect to r.

Then, the right fuzzy derivative of f at t0 in the sense of Hukuhara exists, and

D+ f (t0) = ( f ′1(t0), f ′2(t0)).

Proof. Since dui( f )
dt (r, t) ≥ 0, ui( f )(r, t) are increasing functions, and for all 0 < h < ε, we have

$i(r) = ui( f )(r, t0 + h) − ui( f )(r, t0) ≥ 0, i = 1, 2.

It is trivial that each $i(r) is left continuous on (0, 1] and right continuous at 0. Further, each $i(r)
is a monotonically decreasing function by Assumption 3 for all 0 < h < ĥ. Therefore, the assumptions
of Theorem 3.1 hold, and f (t0 + h) 	 f (t0) exists for all 0 < h < min{ĥ, ε}. From (3.8),

f (t0 + h) 	 f (t0) = ( f1(t0 + h) − f1(t0), f2(t0 + h) − f2(t0)).

It follows from the definition of the Hukuhara derivative that

D+ f (t0) = lim
h→0+

f (t0 + h) 	 f (t0)
h

= lim
h→0+

( f1(r, t0 + h) − f1(r, t0), f2(r, t0 + h) − f2(r, t0))
h

=

(
lim

h→0+

f1(r, t0 + h) − f1(r, t0)
h

, lim
h→0+

f2(r, t0 + h) − f2(r, t0))
h

)
=

(
lim

h→0+

f1(r, t0 + h) − f1(r, t0)
h

, lim
h→0+

f2(r, t0 + h) − f2(r, t0))
h

)
=

(
f ′1(r, t0), f ′2(r, t0)

)
.

(4.3)

�

Similarly, for the existence of D− with the Hukuhara derivative, we have the following theorem.

Theorem 4.2. Let f : [a, b]→ R f . Let

f (r, t) = [d( f )(t) − u1( f )(r, t), d( f )(t) + u2( f )(r, t)]

for (r, t) ∈ [0, 1] × [a, b] be a fuzzy valued function. Assume the following:

(i) Scalar derivatives of d( f )(t), u1( f )(r, t) and u2( f )(r, t) exist on Nε(t0)×[0, 1], for a given ε > 0 where
Nε(t0) := (t0 − ε, t0 + ε);

(ii) dui( f )
dt (r, t) ≤ 0 (i = 1, 2) on Nε(t0) × [0, 1];

(iii) There exists ĥ > 0 such that for all 0 < h < ĥ, the difference ui( f )(r, t0 − h) − ui( f )(r, t0) (i = 1, 2)
is a monotonically decreasing function with respect to r.

Then, the left fuzzy derivative of f at t0 in the sense of Hukuhara exists, and

D− f (t0) = ( f ′2(t0), f ′1(t0)).
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Proof. Since dui( f )
dt (r, t) ≤ 0, uncertain parts of f are decreasing functions. Thus, for 0 < h < ε,

$i(r) = ui( f )(r, t0 − h) − ui( f )(r, t0) ≥ 0, i = 1, 2.

Similar to the proof of Theorem 4.1, the functions$i(r) for i = 1, 2 satisfy the assumptions of Theorem
3.1 for 0 < h < min{ε, ĥ}. Therefore, f (t0 − h) 	 f (t0) exists, and from (3.8) we get

f (t0 − h) 	 f (t0) = ( f1(t0 − h) − f1(t0), f2(t0 − h) − f2(t0)).

By the definition of the derivative, we obtain

D− f (t0) = lim
h→0+

f (t0 − h) 	 f (t0)
−h

= lim
h→0+

( f1(r, t0 − h) − f1(r, t0), f2(r, t0 − h) − f2(r, t0))
−h

=

(
lim

h→0+

f2(r, t0 − h) − f2(r, t0)
h

, lim
h→0+

f1(r, t0 − h) − f1(r, t0))
h

)
=

(
lim

h→0+

f2(r, t0 − h) − f2(r, t0)
−h

, lim
h→0+

f1(r, t0 − h) − f1(r, t0))
−h

)
=

(
f ′2(r, t0), f ′1(r, t0)

)
.

(4.4)

�

Example 3. Consider the fuzzy valued number f (t) = e−t(−1 + r, 1 − r). According to Eqs (2.3)–(2.5),
we have d( f ) = 0 and u1( f ) = u2( f ) = e−t(1 − r). Assumption 2 of Theorem 4.1 does not hold since
ui( f )

dt = −e−t(1 − r). Obviously,

e−(t+h)(−1 + r, 1 − r) 	 e−t(−1 + r, 1 − r)

is not well defined for any h > 0. Thus, D+ is not well defined. However, all assumptions of Theorem
4.2 hold. Thus, D− is well defined, and

D− f (t) = −e−t(−1 + r, 1 − r) = e−t(−1 + r, 1 − r) = f (t).

Remark 7. Condition (ii) of Theorem 4.1 is in contrast with condition (ii) of Theorem 4.2. These
conditions not only are necessary conditions but also are sufficient conditions, since f (t0 − h) 	 f (t0)
and f (t0 + h) 	 f (t0) should be well defined in some neighborhood of h. Thus, Hukuhara’s definition is
not well-defined except for functions that satisfy dui( f )

dt (r, t) = 0.

Corollary 2. Let f (t) : [a, b]→ RF be a fuzzy function such that its left and right r-cut boundaries ( f1

and f2) are differentiable, and ( f1 , f2). Then, D f (t) in a Hukuhara sense does not exist.

Proof. Let D f (t0) = (l1, l2) = l. Thus,

D+ f (t0) = lim
h→o+

f (t0 + h) 	 f (t0)
h

= (l1, 12).
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From the definition of the limit, there exists h̃ such that for all 0 < h < h̃, u(t0+h)	 f (t0)
h is a fuzzy

number and converges to l. Now, (3.8) implies

f (t0 + h) 	 f (t0)
h

= (
f1(t0 + h) − f1(t0)

h
,

f2(t0 + h) − f2(t0)
h

).

Immediately, this leads to f ′1(t0) = l1 and f ′2(t0) = l2. Similarly, since

D− f (t0) = lim
h→o+

f (t0 − h) 	 f (t0)
−h

= (l1, 12),

(3.8) implies
f (t0 − h) 	 f (t0)

−h
= (

f2(t0 − h) − f2(t0)
−h

,
f1(t0 − h) − f1(t0)

−h
)

is a fuzzy number and converges to l. Thus, we get f ′2(t0) = l1 and f ′1(t0) = l2. Conclusively, f ′2(t0) =

f ′1(t0), and hence l1 = l2. Obviously, this is in contradiction with the fact that l is a fuzzy number. �

4.2. Characteristic theorems for generalized Hukuhara derivative

Fortunately, the generalized Hukuhara derivative is well-defined for a vast range of functions.
Mostly, with the strong definition, they are categorized into two cases. This bifurcation is also
observed with our definition without “or” conditions.

Theorem 4.3. Let f : [a, b] → RF , $i(h) := ui( f (t + h)) − ui( f (t)), i = 1, 2, and let the left and
right r-cut boundaries of f be differentiable with respect to t for all [r, t] ∈ [0, 1] × [a, b]. Then, the
generalized Hukuhara derivative exists if the following hold:

(i) There exists h0 > 0 such that for all 0 < h < h0,

max{$1(h),−$2(h)} = $1(h),
max{$1(−h),−$2(−h)} = −$2(−h),

(4.5)

and
{$1(h),−$1(−h), $2(h),−$2(−h)} ⊂ CM[0, 1].

(ii) There exists h0 > 0 such that for all 0 < h < h0,

max{$1(h),−$2(h)} = −$2(h),
max{$1(−h),−$2(−h)} = $1(−h),

(4.6)

and
{−$1(h), $1(−h),−$2(h), $2(−h)} ⊂ CM[0, 1].

(iii) There exists h0 > 0 such that for all 0 < h < h0,

max{$1(h),−$2(h)} = $1(h),
max{$1(−h),−$2(−h)} = $1(−h),

{$1(±h), $2(±h)} ⊂ CM[0, 1],
(4.7)

and
f1 = f2 + c(r), (4.8)

where c : [0, 1]→ R is a function that does not depend on t.
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(iv) There exists h0 > 0 such that for all 0 < h < h0,

max{$1(−h),−$2(−h)} = −$2(−h),
max{$1(h),−$2(h)} = −$2(h),
{−$1(±h),−$2(±h)} ⊂ CM[0, 1],

(4.9)

and (4.8) holds, where c : [0, 1]→ R is a function that does not depend on t.

Furthermore, for case (i), we have
Dg f = ( f ′1 , f ′2).

For case (ii), we have
Dg f = ( f ′2 , f ′1).

For cases (iii) and (iv), we have

Dg f = ( f ′2 , f ′1) = ( f ′1 , f ′2) = deterministic function.

Proof. Let $i(h) = ui( f (t + h)) − ui( f (t)). According to the sign of ±$i(±h), four classes can be
distinguished.

(i) We have h0 > 0 such that for all 0 < h < h0,max{$1(h),−$2(h)} = $1(h),max{−$1(h), $2(h)} =

$2(h), and both functions belong to CM[0, 1]. Thus, for all 0 < h < h0, the difference f (t+h)	g f (t)
is well defined, and

D+
g f (t) = lim

h→0+

f (t + h) 	g f (t)
h

= lim
h→0+

[d( f (t + h)) − d( f (t)) −$1, d( f (t + h)) − d( f (t)) +$2]
h

= [ lim
h→0+

d( f (t + h)) − d( f (t)) −$1

h
, lim

h→0+

d( f (t + h)) − d( f (t)) +$2

h
]

= [d′( f (t)) − u′1( f (t)), d′ f (t) + u′2( f (t))]
= ( f ′1(t), f ′2(t)).

(4.10)

(ii) We have h0 > 0 such that for all 0 < h < h0, max{$1(−h),−$2(−h)} = −$2(−h), and hence
max{−$1(−h), $2(−h)} = −$1(−h), and the functions −$2(−h) and −$1(−h) belong to CM[0, 1].
Thus, for all 0 < h < h0, the difference f (t − h) 	g f (t) is well defined, and

D−g f (t) = ( f ′1(t), f ′2(t)). (4.11)

(iii) We have h0 > 0 such that for all 0 < h < h0, max{$1(h),−$2(h)} = −$2(h), and hence
max{−$1(h), $2(h)} = −$1(h), and the functions −$2 and −$1 belong to CM[0, 1]. Thus, for all
0 < h < h0, the difference f (t + h) 	g f (t) is well defined, and

D+
g f (t) = lim

h→0+

f (t + h) 	g f (t)
h

= lim
h→0+

[d( f (t + h)) − d( f (t)) +$2, d( f (t + h)) − d( f (t)) −$1]
h

= [ lim
h→0+

d( f (t + h)) − d( f (t)) +$2

h
, lim

h→0+

d( f (t + h)) − d( f (t)) −$1

h
]

= [d′( f (t)) + u′2( f (t)), d′ f (t) − u′1( f (t))]
= ( f ′2(t), f ′1(t)).

(4.12)
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(iv) We have h0 > 0 such that max{$1(−h),−$2(−h)} = $1(−h) for all 0 < h < h0, and hence
max{−$1(−h), $2(−h)} = $2(−h), and the functions $2(−h) and $1(−h) belong to CM[0, 1].
Then, for all 0 < h < h0, the difference f (t − h) 	g f (t) is well defined, and

D−g f (t) = ( f ′2(t), f ′1(t)). (4.13)

Categories (i) and (ii) provide the conditions of case (i). Categories (iii) and (iv) provide the conditions
of case (ii). Categories (i) and (iv) provide the conditions of case (iii) and finally, categories (ii) and
(iii) provide the conditions of case (iv). �

Remark 8. These four categories of conditions fall into two categories of result, which are
distinguished by switching right and left cut derivatives.

In some literature, the existence of a generalized fuzzy derivative is based on the length of a fuzzy
function. Let the length of a fuzzy number f = ( f1, f2) be defined by

l( f ) := f2 − f1 = u1( f ) + u2( f ),

where f is an l-increasing function if it is increasing with respect to t.

Corollary 3. Let f (r, t) = y(t)x(r), y : [a, b] → R be a real valued differentiable function and x be a
fuzzy number.

(i) If f is an l-increasing function, Dg f = ( f ′1 , f ′2) = y′x.
(ii) If f is an l-decreasing function, Dg f = ( f ′2 , f ′1) = y′x.

Proof. We prove case (ii). A similar proof can be done for case (i). Since l( f ) = f2 − f1 = y(x2 − x1),
and x2 − x1 is non-negative for all r ∈ [0, 1], y is a decreasing function, and y′(t) ≤ 0 on [a, b]. Taking
into account that

$i(h) = (y(t + h) − y(t))ui(x), i = 1, 2,

we conclude that $1(h) ≤ 0, $1(−h) ≥ 0, −$2(−h) ≤ 0, −$2(h) ≥ 0, and thus

{−$1(h), $1(−h), $2(−h),−$2(h)} ⊂ CM.

Also, max{$1(h),−$2(h)} = −$2(h) and max{$1(−h),−$2(−h)} = $1(−h). Thus, conditions of
Theorem 4.3 (case (ii)) hold, and we have

Dg f = ( f ′2 , f ′1) = (y′x2, y′x1) = y′(x1, x2) = y′x.

�
4.3. Characteristic theorems for new generalized Hukuhara derivative

An interesting facet of the new generalized Hukuhara derivative is that it is not bifurcated.
Accordingly, it is a good replacement for well-defined differential equations in uncertain dynamical
processes.

Theorem 4.4. Let f : [a, b] → RF , $i(h) := ui( f (t + h)) − ui( f (t)), i = 1, 2, and let the left and right
r-cut boundaries of f be differentiable with respect to t for all [r, t] ∈ [0, 1] × [a, b]. Then, the new
generalized Hukuhara derivative exists iff there exists h0 such that for all 0 < h < h0, both |$i(h)| and
|$i(−h)| belong to CM[0, 1]. In this case, we will have

Dg. f = [d′( f ) − |u′1( f )|, d′ f + |u′2( f )|].
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Proof. Obviously, |$i(h)| ∈ CM+[0, 1], and hence for all 0 < h < h0, the difference f (t + h) 	g. f (t) is
well defined by Theorem 3.1. Therefore,

D+
g f = lim

h→0+

f (t + h) 	g. f (t)
h

= lim
h→0+

1
h
.[d( f (t + h)) − d( f (t)) − |g1|, d( f (t + h)) − d( f (t)) + |g2|]

= [ lim
h→0+

d( f (t + h)) − d( f (t)) − |$1|

h
, lim

h→0+

d( f (t + h)) − d( f (t)) + |$2|

h
]

= [d′( f (t)) − lim
h→0+
|
$1

h
|, d′ f (t) + lim

h→0+
|
$2

h
|]

= [d′( f (t)) − |u′1( f )|, d′ f (t) + |u′2( f )|].

(4.14)

Similarly, since |$i(−h)| belongs to CM+[0, 1] for all 0 < h < h0, the difference f (t − h) 	g. f (t) is
well-defined, and similarly

D−g. f = [d′( f (t)) − |u′1( f )|, d′ f (t) + |u′2( f )|]. (4.15)

Thus, D−g. f = D+
g. f , and hence Dg. f exists, and

Dg. f = [d′( f (t)) − |u′1( f )|, d′ f (t) + |u′2( f )|].

�
5. Derivative with more generalized abstract definition

Now, it is time to turn to the concrete form of the derivative. Let 	G be a generalized difference
with an induced scalar multiplication |.|G : RF → RF . Let f : [a, b] → RF be a fuzzy valued function,
and t ∈ (a, b). By Definition 4.1, we have

D+
G f (t) = lim

h→0+

f (t + h)	̃G f (t)
h

= lim
h→0+

∣∣∣∣∣1h
∣∣∣∣∣
G

(
d( f )(t + h) − d( f )(t)

+ [−G1(u12( f )(t + h) − u12( f )(t)),G2(u12( f )(t + h) − u12( f )(t))]
)

= lim
h→0+

(d( f )(t + h) − d( f )(t)
h

+ [−
∣∣∣∣∣1h

∣∣∣∣∣
G1

G12(u12( f )(t + h) − u12( f )(t)),
∣∣∣∣∣1h

∣∣∣∣∣
G2

G12(u12( f )(t + h) − u12( f )(t))]
)

=d( f )′

+ [−
∣∣∣∣∣1h

∣∣∣∣∣
G1

G12(u12( f )(t + h) − u12( f )(t)),
∣∣∣∣∣1h

∣∣∣∣∣
G2

G12(u12( f )(t + h) − u12( f )(t))]
)
,

(5.1)

where, for brevity,

u12( f )(t + h) − u12( f )(t) = [u1( f )(t + h) − u1( f )(t), u2( f )(t + h) − u2( f )(t)],
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and

G12(u12( f )(t + h) − u12( f )(t))
= [G1(u12( f )(t + h) − u12( f )(t)),G2(u12( f )(t + h) − u12( f )(t))].

(5.2)

Similarly,

D−G f (t) = lim
h→0+

f (t − h)	̃G f (t)
h

= lim
h→0+

∣∣∣∣∣ 1
−h

∣∣∣∣∣
G

(
d( f )(t − h) − d( f )(t)

+ [−G1(u12( f )(t − h) − u12( f )(t)),G2(u12( f )(t − h) − u12( f )(t)]
)

= + lim
h→0+

(d( f )(t − h) − d( f )(t)
h

+ [−
∣∣∣∣∣ 1
−h

∣∣∣∣∣
G1

G1(u12( f )(t − h) − u12( f )(t)),∣∣∣∣∣ 1
−h

∣∣∣∣∣
G2

G2(u12( f )(t − h) − u12( f )(t))]
)

=d( f )′

+ [− lim
h→0+

∣∣∣∣∣ 1
−h

∣∣∣∣∣
G1

G12(u12( f )(t − h) − u12( f )(t),

lim
h→0+

∣∣∣∣∣ 1
−h

∣∣∣∣∣
G2

G12(u12( f )(t − h) − u12( f )(t)]
)
.

(5.3)

Theorem 5.1. Let t ∈ [a, b]. Suppose there exists h0 > 0 such that for all 0 < h < h0,

wi(t, h) :=
∣∣∣∣∣1h

∣∣∣∣∣
Gi

G12(u12( f )(t + h) − u12( f )(t)) ∈ CM+[0, 1],

and

zi(t, h) :=
∣∣∣∣∣ 1
−h

∣∣∣∣∣
Gi

G12(u12( f )(t − h) − u12( f )(t)) ∈ CM+[0, 1],

for i = 1, 2. Let f be a fuzzy valued function on [a, b], such that its r-cuts are differential with respect
to t. Then, D+

G f and D−G f exist on t ∈ (a, b) if limh→0+ wi(t, h) and limh→0+ zi(t, h) exist, respectively.
Furthermore, if

lim
h→0+

wi(t, h) = lim
h→0+

zi(t, h),

then DG f (t) exists, and

DG f (t) = d( f )′(t) + [ lim
h→0+

w1(t, h), lim
h→0+

w2(t, h)]

= d( f )′(t) + [ lim
h→0+

z1(t, h), lim
h→0+

z2(t, h)].
(5.4)

Proof. The proof is straightforward considering the representation (5.1)–(5.3). �
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Example 4. Let p = 2s, s ∈ N.
Gi(v1, v2) = vp

i ,

(k)Gi(v1, v2) = |k|v1/p
i . (5.5)

Then,

wi(t, h) =

∣∣∣∣∣1h
∣∣∣∣∣
Gi

(u12( f )(t + h) − u12( f )(t))p

=
1
|h|

((ui( f )(t + h) − ui( f )(t))p)
1
p

=
|ui( f )(t + h) − ui( f )(t)|

|h|
,

(5.6)

and similarly,

zi(t, h) =

∣∣∣∣∣ 1
−h

∣∣∣∣∣
Gi

(u12( f )(t − h) − u12( f )(t))p

=
1
| − h|

((ui( f )(t − h) − ui( f )(t))p)
1
p

=
|ui( f )(t − h) − ui( f )(t)|

| − h|
.

(5.7)

Thus, by Theorem 5.1, the derivative exists if there exists h0 > 0 such that for all 0 < h < h0,

|ui( f )(t − h) − ui( f )(t)|,

and
|ui( f )(t + h) − ui( f )(t)|,

for i = 1, 2 are monotonically decreasing, left continuous on (0, 1] and right continuous at 0.
Furthermore,

DG f (t) = d( f )′(t) + [−|u1( f )′(t)|, |u2( f )′(t)|].

It is remarkable to note that the derivative with this difference and scalar multiplication is exactly
the same as in Theorem 4.4.

Example 5. Now, let p = 2s + 1, s ∈ N.

Gi(v1, v2) = |vi|
p,

with
(k)Gi(v1, v2)vi = kv1/p

i .

Since

zi(t, h) =

∣∣∣∣∣ 1
−h

∣∣∣∣∣
Gi

(u12( f )(t − h) − u12( f )(t))p

=
1
−h

((ui( f )(t − h) − ui( f )(t))p)
1
p

=
|ui( f )(t − h) − ui( f )(t)|

−h
,

(5.8)

obviously, zi(t, h) is always negative. This prevents the definition of D−G. Thus, D− as a Hukuhara
derivative does not exist.
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Example 6. Let p = 2s + 1, s ∈ N.

Gi(v1, v2) = max{(−1)i+1v1, (−1)iv2}
p,

with

(k)Gi(v1, v2) =

{
kvi, if k ≥ 0,
kv3−i, if k < 0.

Then,

w1(t, h) =

∣∣∣∣∣1h
∣∣∣∣∣
G1

[max{($1(h))p,−($2(h))p},max{−($1(h))p, ($2(h))p}]

=
1
h

(max{($1(h))p,−$2(h)p})1/p,

(5.9)

w2(t, h) =

∣∣∣∣∣1h
∣∣∣∣∣
G2

[max{($1(h))p,−($2(h))p},max{−($1(h))p, ($2(h))p}]

=
1
h

(max{(−$1(h))p, $2(h)p})1/p,

(5.10)

where $i(h) = ui( f )(t + h) − ui( f )(t) (i = 1, 2). Similarly,

z1(t, h) =

∣∣∣∣∣ 1
−h

∣∣∣∣∣
G1

[max{($1(−h))p,−$2(−h)p},max{−($1(−h))p, $2(−h)p})1/p]

=
1
−h

(max{−($1(−h))p, $2(−h)p})1/p,

(5.11)

z2(t, h) =

∣∣∣∣∣ 1
−h

∣∣∣∣∣
G2

[max{($1(−h))p,−$2(−h)p},max{−($1(−h))p, $2(−h)p})1/p]

=
1
−h

(max{($1(−h))p,−$2(−h)p})1/p.

(5.12)

It is clear that the same result as it is pointed out in Theorem 4.3 holds. We just study case (i) for
clarification. Others are similar. Suppose there exists h0 > 0 such that for all 0 < h < h0,

max{$1(h),−$2(h)} = $1(h),

max{$1(−h),−$2(−h)} = −$2(−h),

and the functions $1(h), −$1(−h), $2(h), −$2(−h) belong to CM[0, 1]. Then

max{$1(h)p,−$2(h)p} = $1(h)p ⇔ max{−$1(h)p, $2(h)p} = $2(h)p,

and
max{$1(−h)p,−$2(−h)p} = −$2(−h)p ⇔ max{−$1(−h)p, $2(−h)p} = −$1(−h)p.

(We note that p is odd, and we do not care about the minus sign). Thus,

w1(t, h) =
$1(h)

h
,
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w2(t, h) =
$2(h)

h
,

z1(t, h) =
−$1(−h)
−h

,

z2(t, h) =
−$2(h)
−h

.

Obviously,
lim

h→0+
w1(t, h) = u1( f )′,

lim
h→0+

w2(t, h) = u2( f )′,

lim
h→0+

z1(t, h) = u1( f )′,

lim
h→0+

z2(t, h) = u2( f )′.

Thus,
DG f (t) = [d( f )′(t) + −u1( f )′, d( f )′(t) + u2( f )′] = [ f ′1 , f ′2].

Almost identically, with different differences of the generalized Hukuhara type, we obtained exactly
the same derivative and results as in Theorem 4.3.

6. Conclusions

We introduced uncertain numbers as an alternative representation of parametric fuzzy numbers
concerning interval analysis. We surveyed, introduced, and analyzed several scalar multiplications,
differences, and derivatives for fuzzy-valued functions. This analysis helps to entirely determine when
the generalized differences exist and compare them. For example, this analysis reveals that if

(u1( f ) − u1(g))(u2( f ) − u2(g)) < 0,

then the gH difference does not exist. Based on introduced differences, corresponding derivatives
are introduced and analyzed. One of the interesting results is that even when we have a right or left
derivative of the Hukuhara type, the Hukuhara derivative does not exist at all for fuzzy numbers. We
obtained the conditions for the existence of classical generalized Hukuhara differences. It revealed
that such existence results conditioned the left uncertainty part on the right for the existence of a
derivative. With a detailed analysis, we obtained the bifurcation result for a large class of functions.
If the derivative exists, it has two forms. We obtained the necessary and sufficient results for such
existence. For the special case of separable fuzzy numbers, the result can be converted to the previously
stated theorem related to l-decreasing or increasing functions.

Another important result is that we can avoid the inconvenient bifurcation property with a new
generalized Hukuhara derivative. Finally, we made concrete all the definitions in one form and
investigated the existences of the corresponding difference and derivative.

There are many possible directions for future investigations. For example, how could we introduce
numerical methods for such derivatives? What can be corresponding integrals and their related
theorems? Another important direction is investigating uncertain dynamical processes described by
partial or differential equations with new definitions of uncertain derivatives. Obviously, extending the
uncertainty analysis and definitions for uncertain fractional operators also are important. We expect a
flow of research and publications in this respect in the very near future.

AIMS Mathematics Volume 8, Issue 1, 2168–2190.



2189

Acknowledgements

This work is supported by Neijiang Normal University.

Conflict of interest

The author declares no conflict of interest.

References

1. B. Bede, S. G. Gal, Generalizations of the differentiability of fuzzy-number-valued functions
with applications to fuzzy differential equations, Fuzzy Sets Syst., 151 (2005), 581–599.
https://doi.org/10.1016/j.fss.2004.08.001

2. B. Bede, L. Stefanini, Generalized differentiability of fuzzy-valued functions, Fuzzy Sets Syst., 230
(2013), 119–141. https://doi.org/10.1016/j.fss.2012.10.003

3. L. Stefanini, A generalization of Hukuhara difference and division for interval and fuzzy arithmetic,
Fuzzy Sets Syst., 161 (2010), 1564–1584. https://doi.org/10.1016/j.fss.2009.06.009

4. L. Stefanini, B. Bede, Generalized Hukuhara differentiability of interval-valued functions and
interval differential equations, Nonlinear Anal. Theory Methods Appl., 71 (2009), 1311–1328.
https://doi.org/10.1016/j.na.2008.12.005

5. Z. Alijani, D. Baleanu, B. Shiri, G. C. Wu, Spline collocation methods for systems
of fuzzy fractional differential equations, Chaos Solitons Fract., 131 (2019), 1–12.
https://doi.org/10.1016/j.chaos.2019.109510

6. Z. Alijani, U. Kangro, Collocation method for fuzzy Volterra integral equations of the second kind,
Math. Model. Anal., 25 (2020), 146–166. https://doi.org/10.3846/mma.2020.9695

7. S. Arshad, V. Lupulescu, On the fractional differential equations with uncertainty, Nonlinear Anal.
Theory Methods Appl., 74 (2011), 3685–3693. https://doi.org/10.1016/j.na.2011.02.048

8. Y. Chalco-Cano, H. Roman-Flores, On new solutions of fuzzy differential equations, Chaos
Solitons Fract., 38 (2008), 112–119. https://doi.org/10.1016/j.chaos.2006.10.043

9. L. L. Huang, D. Baleanu, Z. W. Mo, G. C. Wu, Fractional discrete-time diffusion equation with
uncertainty: Applications of fuzzy discrete fractional calculus, Phys. A Stat. Mech. Appl., 508
(2018), 166–175. https://doi.org/10.1016/j.physa.2018.03.092

10. L. L. Huang, B. Q. Liu, D. Baleanu, G. C. Wu, Numerical solutions of interval-
valued fractional nonlinear differential equations, Eur. Phys. J. Plus, 134 (2019), 220.
https://doi.org/10.1140/epjp/i2019-12746-3

11. G. C. Wu, J. L. Wei, C. Luo, L. L. Huang, Parameter estimation of fractional uncertain
differential equations via Adams method, Nonlinear Anal. Model. Control, 27 (2022), 1–5.
https://doi.org/10.15388/namc.2022.27.25363

12. Y. Chalco-Cano, A. Rufián-Lizana, H. Román-Flores, M. D. Jiménez-Gamero, Calculus for
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