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1. Introduction

Viruses and bacteria are the primary causes of a wide range of deadly infectious illnesses.
Infectious diseases have a significant influence on society. These diseases accounting for one-fourth
of all fatalities worldwide. In terms of viral infection, the Human Immunodeficiency Virus (HIV),
which is a retrovirus that causes acquired immunodeficiency syndrome (AIDS), continues to be a
global health issue, having claimed the lives of 36.3 million people so far [1, 2]. HIV targets the
human body’s immune system, especially damaging CD4+ T-cells (CD4-PTC), which are the immune
system’s key component. As the virus weakens the body’s immunity, the infected individual becomes
more susceptible to other diseases. When HIV enters a human, the virus attacks and multiplies
CD4-PTC cells [3–5].

There are several phases to HIV life cycle [6]. Firstly, HIV binds to receptors on CD4-PTC, the
envelope of the virus begins to fuse with the membrane of the CD4-PTC. This stage is called binding
and fusion and in which the virus can enter the cell. Secondly, HIV releases and employs the reverse
transcriptase enzyme within the CD4-PTC to transform its genetic material from RNA into DNA. This
stage is called reverse transcription which allows HIV to reach the nucleus of the CD4-PTC. Thirdly,
HIV releases an additional enzyme called integrase into the nucleus of the CD4-PTC. The virus uses
this enzyme to connect its DNA to the DNA of the CD4-PTC. At this stage, the virus is deemed
dormant, and even advanced lab tests have trouble in finding it. This stage can be called integration
and transcription. Fourthly, because HIV has been integrated into the DNA of the CD4-PTC, it may
now be able to utilize its machinery to create viral proteins. During this moment, HIV can also produce
further of its genetic (RNA). It is conceivable for it to produce more viral particles because of these
two factors. This stage is called replication. Fifthly, the new HIV proteins and RNA are delivered to
the border of the CD4-PTC, where they develop into immature HIV. These viruses are not infectious in
their present condition and this stage can be named the assembly. Finally, immature viruses take their
way out of the CD4-PTC. Then, they release their protease enzyme, which alters the virus’s proteins
and transforms them into an infectious form. This stage can be mentioned as budding. Antiretroviral
treatment (ART) is recognized as the employing of HIV medicines to cure HIV infection and save
the immune system by prohibiting the virus from reproducing at diverse stages of its life cycle, like
protease inhibitors, integrase inhibitors, reverse transcription inhibitors, and fusion inhibitors [7–9].

Mathematical models with simulations were utilized as an important tool to foresee the potential
and severity of infections and to learn about the infection’s dynamic behavior. These models are
helpful tools that play an important role in explaining the dynamics of the immune response to HIV
infection. We suggest readers to certain works, see [10–12]. According to some previous works on HIV
model, scholars commonly employed systems of differential equations to demonstrate the relationship
between HIV and uninfected CD4-PTC, as well as the effect of drug therapy on infected cells. To
examine various dynamic behaviors of HIV infection of CD4-PTC, a simple model for HIV infection
was proposed in [13]. Tuckwell et al. [14] proposed a two-component mathematical model for the
early dynamics for HIV of first type. Despite the fact that their model can be numerically solved,
there are general theoretical inferences available due to nonlinear effects. In [15], Rong et al. have
employed a mathematical model to investigate the early restrictions that may form a viral resistance
to antiretroviral drugs. Srivastava et al. [16] have suggested and investigated a primary HIV infection
model throughout treatment. Only reverse transcription inhibitors were included in their model, and
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the medication therapy model has been constructed appropriately.
Fractional calculus has played an important role in science and engineering, and many

mathematicians and scientists have recently been working in this area. Fractional calculus has been
applied in physics, biology, engineering, and other fields in recent decades [17]. The most significant
conceptions of fractional derivatives with numerous scopes in literature are those of Riemann, Hilfer,
Caputo, and Antagana Baleanu [18–21]. The literature [22–32] contains further information on
fractional calculus and its applications. Employing fractional calculus to investigate HIV model has
resulted in a variety of research findings. Lichae et al. [33] have investigated an HIV-1 infection
model of CD4-PTC and described the effect of antiviral medication therapy using Caputo fractional
derivative. Using the Laplace transform and the Adomian decomposition approach, an approximate
solution was obtained. Using Caputo fractional derivative, Ferrari et al. [34] have developed an HIV
model in which the presence of a reverse transcriptase inhibitor is indicated based on [16]. They
demonstrated the model’s existence and uniqueness, as well as its positive invariance. The model’s
equilibrium points and stability are also explored. Nowadays, the qualitative theory for fractional
mathematical models has caught the interest of researchers. In 2020, Nazir et al. [35] have examined
an HIV model with the fractional Caputo-Fabrizio derivative. They determined some existence
conditions for solutions via the fixed point technique. Khan et al. [36] have investigated and examined
some existence and stability findings for a fractional HIV-TB model based on Mittag-Leffler function.
Numerical solutions are also achieved. In [37] Kongson et al. have used a generalized Caputo
fractional derivative to present and analyze a mathematical model of HIV infections with
antiretroviral medication and so on [38–40].

In the present work, motivated by the studies [37, 41] we utilize recent improved fractional
differential and integral operators to construct a new fractional mathematical model for HIV
contagion. This model contains four fractional nonlinear differential equations under the improved
fractional derivatives. By using Banach’s and Leray-Schauder nonlinear alternative fixed point
theorems, we examine the existence and uniqueness results of the proposed fractional HIV model for
the suggested fractional HIV model. Also, we investigate different kinds of Ulam stability for this
fractional HIV model. Moreover, we show that the acquired results can be diminished to some results
obtained in many past research works.

2. Fundamental instruments

2.1. The improved fractional operators

This part contains notations, definitions, and essential findings for the improved fractional integral
and derivative operators, which will be relevant throughout this study.

Definition 2.1 ( [41]). Let η ∈ C, Re(η) > 0 and θ ∈ (0, 1]. The improved fractional integral operator
of the function y is defined by:(

ηIθξy
)

(t) =
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)

y(u)
ξ(u, θ)

du, t ≥ 0, (2.1)

where Γ denotes the Gamma function, Ψ(t, u, θ) =
∫ t

u
dv

ξ(v,θ) and ξ is a continuous map from R+ × (0, 1]
into R with the properties: ξ(t, 1) = 1 for all t ∈ R+, ξ(t, θ) , 0 for all (t, θ) ∈ R+ × (0, 1] and
ξ(., θ1) , ξ(., θ2) whenever θ1 , θ2.
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Definition 2.2 ( [41]). The improved fractional derivative operator of the function y, in Riemann-
Liouville manner, is defined by:(

ηDθξy
)

(t) = On
(

n−ηIθ,ξy
)

(t)

=
On

Γ(n − η)

∫ t

0
Ψn−η−1(t, u, θ)

y(u)
ξ(u, θ)

du, t ≥ 0, (2.2)

where O = ξ(t, θ) d
dt .

Definition 2.3 ( [41]). The improved fractional derivative operator of the function y, in Caputo sense,
is defined by: (

η
CD

θ
ξy

)
(t) =

ηDθξ y(s) −
n−1∑
k=0

Oky(0)
k!

Ψk(s, 0, θ)

 (t), (2.3)

where n = [Re(η)] + 1. If η ∈ (0, 1), we have(
η
CD

θ
ξy

)
(t) =

(
ηDθξ (y(s) − y(0))

)
(t). (2.4)

An alternative form for the improved Caputo fractional derivative operator is given by the following
theorems.

Theorem 2.1 ( [41]). Let θ > 0, Re(η) > 0, a > 0 and n = [Re(η)] + 1. If y ∈ Wn,θ
ξ ([0, a]), then the

improved fractional derivative operator of the function y, in Caputo sense, is alternatively given by:

(
η
CD

θ
ξy

)
(t) =

1
Γ(n − η)

∫ t

0
Ψn−η−1(t, u, θ)

(Ony)(u)
ξ(u, θ)

du. (2.5)

Theorem 2.2 ( [41]). Let θ > 0, Re(η) > 0, a > 0 and n = [Re(η)] + 1. If y ∈ Wn,θ
ξ ([0, a]), then the

following equality holds:

(
ηIθξ

η
CD

θ
ξy

)
(t) = y(t) −

n−1∑
k=0

Oky(0)
k!

Ψk(t, 0, θ). (2.6)

Especially, If η ∈ (0, 1), we have (
ηIθξ

η
CD

θ
ξy

)
(t) = y(t) − y(0). (2.7)

2.2. Model description

The current work relates to HIV models presented in [16, 34, 37], which are deemed the
antiretroviral remedy of reverse transcriptase inhibitor. The following are the unknown variables and
the deemed positive parameters that might be included in the model:
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X(t) : The number of susceptible CD4-PTC.
Y(t) : The number of infected CD4-PTC prior to reverse transcription (pre-RT category).
Z(t) : The number of infected CD4-PTC that have completed reverse transcription (post-RT

category) and they are able to produce virus.
W(t) : The density of the virus.
γ : The influx rate of CD4-PTC.
l : The rate of interaction-infection for CD4-PTC.
π1 : The normal death rate of CD4-PTC.
µ : The effectiveness of RT inhibitor (0 < µ < 1).
ν : The transmission rate of pre-RT category infected CD4-PTC to pose-RT category.
p : The rate at which infected cells revert to the uninfected state due to incomplete

reverse transcription.
π2 : The rate of death for infected CD4-PTC.
φ : The rate of death for actively infected CD4-PTC.
M : The overall number of viral particles generated by the infected CD4-PTC.
q : The riddance rate of the virus.
In light of all the above parameters and functions, we will discuss the next HIV model infection

with CD4-PTC 

(
η
CD

θ
ξX

)
(t) = γ − lW(t)X(t) − π1X(t) + (µν + p)Y(t),(

η
CD

θ
ξY

)
(t) = lW(t)X(t) − (π2 + ν + p)Y(t),(

η
CD

θ
ξZ

)
(t) = (1 − µ)νY(t) − φZ(t),(

η
CD

θ
ξW

)
(t) = MφZ(t) − qW(t),

(2.8)

where η
CD

θ
ξ is the recent improved fractional derivatives in Caputo sense. For easiness, we reset model

(2.8) as the next form: 

(
η
CD

θ
ξX

)
(t) = Λ1(t, X,Y,Z,W),(

η
CD

θ
ξY

)
(t) = Λ2(t, X,Y,Z,W),(

η
CD

θ
ξZ

)
(t) = Λ3(t, X,Y,Z,W),(

η
CD

θ
ξW

)
(t) = Λ4(t, X,Y,Z,W),

(2.9)

where Λi(i = 1, 2, 3, 4) are nonlinear functions given by:
Λ1(t, X,Y,Z,W) = γ − lW(t)X(t) − π1X(t) + (µν + p)Y(t),
Λ2(t, X,Y,Z,W) = lW(t)X(t) − (π2 + ν + p)Y(t),
Λ3(t, X,Y,Z,W) = (1 − µ)νY(t) − φZ(t),
Λ4(t, X,Y,Z,W) = MφZ(t) − qW(t),

(2.10)

with the conditions (X(0),Y(0),Z(0),W(0))T = (X0,Y0,Z0,W0)T and the superscript T denotes the
vector transpose.

3. Existence and uniqueness results

Using some fixed point theorems, this section explores the existence and uniqueness of solution to
the given model (2.8).
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Assume q ∈ (0,∞), β = (X,Y,Z,W)T and Ω(t, β(t)) = (λi(t, X,Y,Z,W)), i = 1, 2, 3, 4. Consider the
Banach space B = C ([0, q],R) of all continuous functions β : [0, q]→ R with the norm

‖β‖ = sup
t∈[0,q]

|β(t)|, (3.1)

where |β(t)| = |X(t)|+ |Y(t)|+ |Z(t)|+ |W(t)| and X,Y,Z,W ∈ B. Therefore, we can write the model (2.8)
as the next initial value problem: 

(
η
CD

θ
ξβ

)
(t) = Ω(t, β(t)),

β(0) = β0,
(3.2)

where β0 = (X0,Y0,Z0,W0)T .
According to Theorem 2.2, the problem (3.2) can be replaced equivalently by the following integral

equation:

β(t) = β0 +
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)

Ω(u, β(u))
ξ(u, θ)

du. (3.3)

Define an operator T : B→ B by

(Tβ)(t) := β0 +
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)

Ω(u, β(u))
ξ(u, θ)

du. (3.4)

Therefore, if T has a fixed point, the equivalent problem (3.2) has a unique solution.

3.1. Existence result

Using Leray-Schauder nonlinear alternative, this subsection demonstrates the existence of solutions
for model (2.8).

Theorem 3.1. Suppose that:

(S 1) ∃ a function ζ ∈ C ([0,T ],R+) and a nondecreasing continuous function Y : [0,∞) → [0,∞),
such that Y(qβ) ≤ qY(β), f orall q ≥ 1 and β ∈ B,

‖Ω(t, β(t))‖ ≤ ζ(t)Y(‖β(t)‖) f oreach (t, β) ∈ [0,T ] × R4.
(3.5)

(S 2) ∃ a constant G1 > 0 such that

‖β0‖ +
ζ0Y (G1) T ηθ

θηΓ(η + 1)
< M2, (3.6)

where ζ0 = supt∈[0,T ]{ζ(t)}. Then, the problem (3.2), as well as the model (2.8), has one solution on
[0,T ] at least.

Proof. Let Sω1 = {β ∈ B : ‖β‖ ≤ ω1} be a bounded ball in B with ω1 > 0. From the stipulation (S 1), for
t ∈ [0,T ], we get

|(Tβ)(t)| ≤ ‖β0‖ +
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)‖Ω(u, β(u))‖

du
ξ(u, θ)
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≤ ‖β0‖ +
ζ0Y(‖β‖)T ηθ

θηΓ(η + 1)
, (3.7)

which implies that

‖Tβ‖ ≤ ‖β0‖ +
ζ0Y (ω1) T ηθ

θηΓ(η + 1)
. (3.8)

Therefore, the operator T transfers any bounded ball in B into a bounded ball. Now, if σ1, σ2 ∈

[0,T ] with σ1 < σ2 and β ∈ Sω1 . Then, we have

|(Tβ) (σ2) − (Tβ) (σ1)|

=

∣∣∣∣∣ 1
Γ(η)

∫ σ2

0
Ψη−1(σ2, u, θ)Ω(u, β(u))

du
ξ(u, θ)

−
1

Γ(η)

∫ σ1

0
Ψη−1(σ1, u, θ)Ω(u, β(u))

du
ξ(u, θ)

∣∣∣∣∣
≤
ζ0Y(‖β‖)
θηΓ(η + 1)

(∣∣∣σηθ
2 − σ

ηθ
1

∣∣∣ + 2
∣∣∣σθ

2 − σ
θ
1

∣∣∣η) . (3.9)

Obviously, the right-hand side of (3.9) approaches zero if σ2 → σ1. Hence, the operator T transfers
any bounded set into an equicontinuous set in B. Also, by Arzelá-Ascoli theorem, the operator T :
B → B is is completely continuous. Now, let β ∈ B be a solution to β = pTβ for 0 < p < 1. Then, for
t ∈ [0,T ], we have

|β(t)| = |p(Tβ)(t)| ≤ ‖β0‖ +
ζ0Y(‖β‖)T ηθ

θηΓ(η + 1)
. (3.10)

Therefore, we get

‖β‖ ≤ ‖β0‖ +
ζ0Y(‖β‖)ηθ

θηΓ(η + 1)
. (3.11)

According to the stipulation (S 2), we have a constant G1 > 0 such that ‖β‖ , G1. Assume V := {β ∈
B : ‖β‖ < G1}. It is evident that the operator T : V̄ → C is completely continuous. From the shape of
V, there is no β ∈ ∂V such that β = pTβ for some 0 < p < 1. Therefore, by Leray-Schauder nonlinear
alternative, we conclude that the operator T has a fixed point β ∈ V̄ and the model (2.8) has at least one
solution on [0,T ]. This finishes the proof. �

3.2. Uniqueness result

This subsection exhibits the uniqueness of the solution of model (2.8) by utilizing Banach fixed
point theorem.

Theorem 3.2. Let Ω : [0,T ] × B→ R4 be continuous function achieving the next stipulation.

(S 3) ∃ a constant ΥΩ such that

‖Ω(t, β1(t)) −Ω(t, β2(t))‖ ≤ ΥΩ‖β1(t) − β2(t)‖, (3.12)

for all β1, β2 ∈ B and t ∈ [0,T ]. If
ΥΩT ηθ < θηΓ(η + 1), (3.13)

then a unique solution for problem (3.2) exists on [0,T ]. Accordingly, model (2.8) has a unique solution
defined on [0,T ].
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Proof. According to Eqs (3.3) and (3.4), the problem (3.2) can be seen as a fixed point problem. So,
the proof will be completed if we show that operator T has a unique fixed point.

Let supt∈[0,T ] ‖Ω(t, 0)‖ = G2 < ∞. Placing Sω2 = {β ∈ B : ‖β‖ ≤ ω2}, where

‖β0‖ +
G2T ηθ

θηΓ(η + 1)
≤ ω2

(
1 −

G2T ηθ

θηΓ(η + 1)

)
. (3.14)

Hence, Sω2 is closed, bounded, and convex set in B. For any β ∈ Sω2 , we have

|(Tβ)(t)| ≤ ‖β0‖ +
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)

‖Ω(u, β(u))‖
ξ(u, θ)

du

≤ ‖β0‖ +
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ) (‖Ω(u, β(u)) −Ω(u, 0)‖ + ‖Ω(u, 0)‖)

du
ξ(u, θ)

≤ ‖β0‖ +
ωΥΩ + G

Γ(η)

∫ t

0
Ψη−1(t, u, θ)

du
ξ(u, θ)

≤ ‖β0‖ +
T ηθ (ωΥΩ + G)
θηΓ(η + 1)

≤ ω. (3.15)

Therefore, TSω2 ⊂ Sω2 . For any β1, β2 ∈ B and all t ∈ [0,T ], we have

|(Tβ1) (t) − (Tβ2) (t)| ≤
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ) ‖Ω (u, β1(u)) −Ω (u, β2(u))‖

du
ξ(u, θ)

≤
ΥΩ

Γ(η)

∫ t

0
Ψη−1(t, u, θ) ‖β1(t) − β2(t)‖

du
ξ(u, θ)

≤
ΥΩT ηθ

θηΓ(η + 1)
‖β1 − β2‖ . (3.16)

As ΥΩT ηθ

θηΓ(η+1) < 1, the operator T is contraction. Therefore, by the contraction precept of Banach,
a fixed point exists for the operator T. Hence, a unique solution exits on [0,T ] for problem (3.3).
Accordingly, the model (2.8) has a unique solution on [0,T ]. This ends the proof. �

Remark 3.1. (i) If ξ(u, θ) = u1−θ then Ψ(t, u, θ) = tθ−uθ
θ

and Definitions 2.2 and 2.3 are consistent with
the Definitions 2.1 and 2.3 of Jarad et al. [43].
(ii) If ξ(u, θ) = u1−θ, θ → 0 then Ψ(t, u, θ) → ln t − ln u and Definitions 2.2 and 2.3 concur with
fractional integrals and fractional derivatives of Hadamard type [48].
(iii) If ξ(u, θ) = u1−θ, θ = 1 then Ψ(t, u, θ) = t − u and Definitions 2.2 and 2.3 concur with fractional
integrals and fractional derivatives of Riemann-Liouville defined in [48].

Corollary 3.1. Using ξ(u, θ) = u1−θ, θ → 0 then Ψ(t, u, θ) → ln t − ln u in Eqs (2.1), (2.2) and using
all assumption of Theorem 3.1. Then, the problem (3.2), as well as the model (2.8) due to Hadamarad
fractional integral and derivative operators , has one solution on [0,T ] at least.

Corollary 3.2. Using ξ(u, θ) = u1−θ, θ → 0 then Ψ(t, u, θ) → ln t − ln u in Eqs (2.1), (2.2) and using
all assumption of Theorem 3.2. Then a unique solution for problem (3.2) exists on [0,T ]. Accordingly,
model (2.8) due to Hadamarad fractional integral and derivative operators has a unique solution
defined on [0,T ].
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4. Stability results

In this part, we establish some adequate conditions for model (2.8) to meet the presumptions of
several varieties of stability. Such as Ulam-Hyers stability, extended Ulam-Hyers stability,
Ulam-Hyers-Rassias stability, and extended Ulam-Hyers-Rassias stability. The following definitions
are needed before we display the stability theorems.

Let ε ∈ R+ and ΣΩ : [0,T ] → R+ be a continuous functions. The stability definitions will be based
on the following inequalities.

‖
η
CD

θ
ξg(t) −Ω(t, g(t))‖ ≤ ε, ∀t ∈ [0,T ], (4.1)

‖
η
CD

θ
ξg(t) −Ω(t, g(t))‖ ≤ εΣΩ(t), ∀t ∈ [0,T ], (4.2)

‖
η
CD

θ
ξg(t) −Ω(t, g(t))‖ ≤ ΣΩ(t), ∀t ∈ [0,T ], (4.3)

4.1. Ulam-Hyers stability and extended Ulam-Hyers stability

Here, we provide some sufficient conditions for model (2.8) to realize the assumptions of Ulam-
Hyers stability and extended Ulam-Hyers stability. We begin with defining these kinds of stability.

Definition 4.1 ( [42]). The problem (3.2) is said to be stable under Ulam-Hyers condition if for each
g ∈ B satisfying the inequality (4.1) and for all ε > 0 there exists a solution β ∈ B for the problem (3.2)
such that

‖g(t) − β(t)‖ ≤ CΩε, t ∈ [0,T ], (4.4)

where CΩ = max
(
CΩk

)T , k = 1, 2, 3, 4.

Definition 4.2 ( [42]). The problem (3.2) is said to be stable under the extended Ulam-Hyers condition
if there exists ΣΩ ∈ C (R+,R+), with ΣΩ(0) = 0, such that for each g ∈ B satisfying the inequality (4.2)
there exists a solution β ∈ B for the problem (3.2) such that

‖g(t) − β(t)‖ ≤ ΣΩ(0), t ∈ [0,T ], (4.5)

where ΣΩ = max
(
ΣΩk

)T , k = 1, 2, 3, 4.

Now, we display an essential property that can be employed to realize Ulam-Hyers and extended
Ulam-Hyers stability.

Lemma 4.1. Assume θ ∈ (0, 1] and η > 0. If g ∈ B is a solution of the inequality (4.1), then g satisfies
the next inequality∥∥∥∥∥∥g(t) − g0 −

1
Γ(η)

∫ t

0
Ψη−1(t, u, θ)Ω(u, g(u))

du
ξ(u, θ)

∥∥∥∥∥∥ ≤ εT θη

θηΓ(η + 1)
. (4.6)

Proof. If g is a solution of the inequality (4.1), then there exists a function h ∈ B (which not rely on g)
such that

‖h(t)‖ ≤ ε, h = max(hk)T , ∀t ∈ [0,T ]. (4.7)
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Hence, we have the problem ηCDθξg(t) = Ω(t, g(t)) + h(t), t ∈ [0,T ],
g(0) = g0 ≥ 0.

(4.8)

According to Theorem 2.2, the solution of the problem (4.8) can be given as

g(t) = g0 +
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)Ω(u, g(u))

du
ξ(u, θ)

+
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)h(u)

du
ξ(u, θ)

. (4.9)

Therefore, by (4.7), we obtain∥∥∥∥∥∥g(t) − g0 −
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)Ω(u, g(u))

du
ξ(u, θ)

∥∥∥∥∥∥ ≤ 1
Γ(η)

∫ t

0
Ψη−1(t, u, θ)‖h(u)‖

du
ξ(u, θ)

≤
εT θη

θηΓ(η + 1)
. (4.10)

Hence, inequality (4.6) is proved. �

Now, we are ready to prove the Ulam-Hyers stability and extended Ulam-Hyers stability.

Theorem 4.1. Assume Ω(t, β(t)) is continuous for β ∈ B. If (S 3) and (3.13) are fulfilled, then problem
(3.2), as well as model (2.8), are stable under Ulam-Hyers and extended Ulam-Hyers conditions.

Proof. Let g ∈ B be a solution of the inequality (4.1). Assume ε > 0 and β ∈ B is the solution of
problem (3.2). According to Eq (3.3) and Lemma 4.1, we have

‖g(t) − β(t)‖ ≤

∥∥∥∥∥∥g(t) − β0 −
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)Ω(u, g(u))

du
ξ(u, θ)

∥∥∥∥∥∥
≤

∥∥∥∥∥∥g(t) − g0 −
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)Ω(u, g(u))

du
ξ(u, θ)

∥∥∥∥∥∥
+

1
Γ(η)

∫ t

0
Ψη−1(t, u, θ)‖Ω(u, g(u)) −Ω(u, β(u))|

du
ξ(u, θ)

≤

∥∥∥∥∥∥g(t) − g0 −
1

Γ(η)

∫ t

0
Ψη−1(t, u, θ)Ω(u, g(u))

du
ξ(u, θ)

∥∥∥∥∥∥
+

ΥΩ

Γ(η)

∫ t

0
Ψη−1(t, u, θ)‖g(u) − β(u)‖

du
ξ(u, θ)

≤
εT θη

θηΓ(η + 1)
+

ΥΩT θη

θηΓ(η + 1)
‖g(t) − η(t)‖. (4.11)

Hence, ‖g(t) − β(t)‖ ≤ CΩε, where

CG =

T θη

θηΓ(η+1)

1 − ΥΩT θη

θηΓ(η+1)

. (4.12)

Therefore, model (2.8) is Ulam-Hyers stable. Moreover, by placing ΣΩ(ε) = CΩε such that ΣΩ(0) =

0 implies that model (2.8) is extended Ulam-Hyers stable. This completes the proof. �
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4.2. Ulam-Hyers-Rassias stability and extended Ulam-Hyers-Rassias stability

We present some sufficient conditions for model (2.8) to realize the Ulam-Hyers-Rassias and
extended Ulam-Hyers-Rassias stability assumptions. These types of stability can be recognized as
follows.

Definition 4.3 ( [42]). The problem (3.2) achieves Ulam-Hyers-Rassias stability with respect to ΣΩ ∈

C ([0,T ];R+) if ∃ LΣΩ
> 0 such that for each g ∈ B satisfying the inequality (4.2) and for all ε > 0

there exists a solution β ∈ B for the problem (3.2) with

‖g(t) − β(t)‖ ≤ LΣΩ
εΣΩ(t), t ∈ [0,T ]. (4.13)

Definition 4.4 ( [42]). The problem (3.2) attains the extended Ulam-Hyers-Rassias stability with
respect to ΣΩ ∈ C ([0,T ];R+) if ∃ LΣΩ

> 0 such that for any g ∈ B fulfilling the inequality (4.3) there
exists a solution β ∈ B for the problem (3.2) with

‖g(t) − β(t)‖ ≤ LΣΩ
ΣΩ(t), t ∈ [0,T ]. (4.14)

Now, we show an important characteristic that can be utilized to recognize Ulam-Hyers-Rassias and
extended Ulam-Hyers-Rassias stability.

Lemma 4.2. Assume the following stipulation:

(S 4) There exists a non-decreasing function ΣΩ ∈ B and there exists ΘΣΩ
> 0, such that the next

inequality holds:
ηIθξΣΩ(t) ≤ ΘΣΩ

ΣΩ(t) t ∈ [0,T ]. (4.15)

If θ ∈ (0, 1], η > 0, and g ∈ B is a solution of the inequality (4.2), then g satisfies the next inequality∥∥∥g(t) − g0 −
η IθξΩ(t, g(t))

∥∥∥ ≤ εΘΣΩ
ΣΩ(t). (4.16)

Proof. If g is a solution of the inequality (4.2), then there exists a function d ∈ B (which not rely on g)
such that

‖d(t)‖ ≤ εΣΩ(t), d = max(dk)T , ∀t ∈ [0,T ]. (4.17)

So, we obtain the problem ηCDθξg(t) = Ω(t, g(t)) + d(t), t ∈ [0,T ],
g(0) = g0 ≥ 0.

(4.18)

Hence, the problem (4.18) has the solution

g(t) = g0 +η IθξΩ(t, g(t)) +η Iθξd(t). (4.19)

By applying (4.17), we have∥∥∥g(t) − g0 −
η IθξΩ(t, g(t))

∥∥∥ ≤η Iθξ‖d(t)‖ ≤ εηIθξΣΩ(t) ≤ εΘΣΩ
ΣΩ(t). (4.20)

Thus, inequality (4.16) is attained. �
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Now, for model (2.8), Ulam-Hyers-Rassias stability and extended Ulam-Hyers-Rassias stability can
be proved as follows.

Theorem 4.2. Assume Ω(t, β(t)) is continuous for β ∈ B. If (S 3), (S 4) and (3.13) are satisfied, then
problem (3.2), as well as model (2.8), are stable under Ulam-Hyers-Rassias and extended Ulam-Hyers-
Rassias conditions.

Proof. Let g ∈ B be a solution of the inequality (4.3). Assume ε > 0 and β ∈ B is the solution of
problem (3.2). According to Eq (3.3) and Lemma 4.2, we have

‖g(t) − β(t)| ≤
∥∥∥g(t) − β0 −

η IθξΩ(t, β(t))
∥∥∥

≤
∥∥∥g(t) − g0 −

η IθξΩ(t, g(t))
∥∥∥ +

1
Γ(η)

∫ t

0
Ψη−1(t, u, θ)‖Ω(u, g(u)) −Ω(u, β(u))‖

du
ξ(u, θ)

≤
∥∥∥g(t) − g0 −

η IθξΩ(t, g(t))
∥∥∥ +

ΥΩ

Γ(η)

∫ t

0
Ψη−1(t, u, θ)‖g(s) − β(s)|

du
ξ(u, θ)

≤ εΘΣΩ
ΣΩ(t) +

ΥΩT θη

θηΓ(η + 1)
‖g(t) − β(t)‖,

(4.21)
Therefore,

‖g(t) − β(t)‖ ≤ LΣΩ
εΣΩ(t), (4.22)

where

LΣΩ
=

ΘΣΩ

1 − ΥΩT θη

θηΓ(η+1)

. (4.23)

Hence, model (2.8) is stable under Ulam-Hyers-Rassias condition. Moreover, when ε = 1 in (4.22)
with ΣΩ(0) = 0, then model (2.8) is stable under the extended Ulam-Hyers-Rassias condition. This
completes the proof. �

5. Conclusions

The present work discussed the possibility of constructing a new fractional mathematical model
for HIV infection. This fractional model has been built via recent improved fractional differential
and integral operators. For this fractional HIV model, the existence and uniqueness results have been
examined through Banach’s and Leray-Schauder nonlinear alternative fixed point theorems. Also,
diverse types of Ulam stability for the proposed fractional HIV model are analyzed. By comparing the
results extracted in the present work with the results obtained in the previous literature, one can see
that if ξ(t, θ) = t1−θ, then Ψ(t, u, θ) = tθ−uθ

θ
and Definitions 2.2 and 2.3 concur with the Definitions 2.1

and 2.3 of Jarad et al. [43], respectively. In this case, our results obtained in Theorems 3.1, 3.2, 4.1
and 4.2 coincide with the results aquired by Kongson et al. [37] for the HIV infection. Moreover, if
θ → 1, the results in Theorems 3.1, 3.2 and 4.1 tend to the traditional results for the HIV infection
that obtained by the classical Newton’s derivative. Moreover, the existence, uniqueness, and stability
results presented in this work can serve the study of the optimal control problem of the HIV model
with a fractional objective functional [44–46].
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