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Abstract: The main goal of this paper is to develop a fast and effective meshless method by
using radial basis function (RBF) for the time domain model equations of electromagnetic wave
concentration device. This is mainly because the complex model equations involve different partial
differential equations in different subdomains, which makes the meshless method very attractive
and also very challenging. In order to simulate the propagation of electromagnetic waves in the
electromagnetic concentrator, perfect matching layer technology was used to reduce an unbounded
domain problem into a bounded domain problem. Borrowing the idea of the leap-frog finite-difference
time-domain scheme, I develop the leap-frog RBF meshless method to solve the coupled complex
modeling equations. The numerical results obtained by using a multiquadric RBF and Gaussian RBF
demonstrate that our RBF method is very effective.
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1. Introduction

The research on electromagnetic metamaterials is a long-term dream of mankind and has potential
in many interesting applications, which mainly include invisibility cloak, telecommunications to
sensing, sub-wavelength imaging and radar technology. We can refer to [18, 27] and their references.
Before transformation optics [27, 34] technology and metamaterials [5–7] were proposed, these were
unimaginable. Therefore, transformation optics technology provides a shortcut for designing
interesting electromagnetic devices with metamaterials. Because of the difficulty and large expense of
repeating physical experiments to test the performance of specific electromagnetic devices, the
numerical simulation of electromagnetic metamaterials occupies a very important position in the field
of metamaterial research. In recent years, some researchers have proposed some effective and
accurate numerical calculation methods in the field of metamaterials to solve the time-domain
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Maxwell equations for the metamaterials. The main numerical calculation methods are the meshless
method [2, 16, 26, 29], the finite-difference time-domain method [1, 40] and the time-domain finite
element method [8, 24, 25, 36, 37]. These are also several popular numerical methods for solving
partial differential equation.

The numerical method of the RBF was first proposed by Kansa in 1990 [23]. It is a new numerical
method for solving partial differential equation. This new method does not need to generate a specific
grid, as one can just generate scatter points in the calculation area, so the program implementation is
simpler than that for the traditional finite element method and finite difference method. The finite
difference method has relatively high requirements for regular regions, and it is difficult to solve
problems on complex regions. In the numerical calculation of the finite element method, the area to
be solved is first divided into triangles or quadrilaterals, so as to form elements and meshes, which
makes mesh division and processing to take up a lot of time. For example, the meshing of complex
three-dimensional structures is more difficult, and the meshing of special structures is more difficult.
Therefore, we need to study the gridless method, the key is the generation of grid points, which can
overcome the dependence of traditional numerical methods on grids. But the RBF method is not
theoretically justified in terms of stability and convergence, and it is not robust in terms of those free
parameters of the RBF.

Since the introduction of the meshless RBF method, people have paid more and more attention to
using the RBF to solve various partial differential equation over various domains [4, 19–21, 30–32,
39], including nonlinear Schrödinger equation [11], nonlinear Green-Naghdi equation [10], shallow
water equation [12], magnetohydrodynamics equation [9]. For more detailed information on the RBF
meshless method, you can refer to articles [15], monographs [2, 16, 26]. At the same time, there are
some good papers about the application of the radial basis functions method to study simple media
using Maxwell equations that change with time [13, 14, 29, 35]. Recently, Li and Nan used the leap-
frog RBF meshless method to simulate the backward wave propagation phenomenon by solving the
complex Maxwell equations in metamaterials [29]. Inspired by the success of the previous paper,
my main goal is to further extend this RBF method to solve the more complex Maxwell equations and
simulate the wave propagation phenomenon in electromagnetic wave concentrator devices designed by
transformation optical technology. As far as I know, this is the first work on the radial basis functions
method of electromagnetic concentrator devices.

The remaining chapters of this paper are arranged as follows. In Section 2, I introduce the governing
equations for the electromagnetic concentrator model and its leap-frog scheme. In order to simulate the
wave propagation behavior of the electromagnetic concentrator, I introduce the governing equations of
a perfect matching layer model in Section 3. In addition, to practically implement the RBF algorithm, I
then rewrite both the concentrator model and the PML model into just one system of PDEs in Section 3.
In Section 4, I validate the effectiveness of the meshless RBF method for this complex model equation
through numerical tests. Finally, I have summarized this paper in Section 5.
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2. Governing equations for the electromagnetic concentrator model and its leap-frog scheme

In order to better understand the propagation behavior of electromagnetic waves in various complex
media, we need to numerically solve the following well-known Maxwell equations:

∂D
∂t

= ∇ ×H − Js,

∂B
∂t

= −∇ × E,

∇ · D = ρ,

∇ · B = 0,

(2.1)

where D,E,B,H represent the electric flux density, electric field, magnetic flux density, magnetic field,
respectively. Js, ρ represent the electric current and electric charge density, respectively. In order to
ensure Maxwell equations are well posed, we need to couple the Maxwell equations with the following
constitutive equations for complex media:

D = ε0εE, B = µ0µH, (2.2)

where ε0 and µ0 are the permittivity and permeability in vacuum, and ε and µ are the relative permittivity
and permeability of the specific medium, respectively.

For cylindrical electromagnetic concentrators, the ideal material parameters for the polar coordinate
system can be derived from the following corresponding coordinate transformations [33]:

r′ =

{ R1
R2

r, 0 ≤ r ≤ R2,
R3−R1
R3−R2

r − R2−R1
R3−R2

R3, R2 ≤ r ≤ R3,

θ′ = θ, 0 ≤ θ ≤ 2π.
(2.3)

This transformation compresses the circle r ≤ R2 into a smaller circle r′ ≤ R1 and stretches the
ring R2 ≤ r ≤ R3 to R1 ≤ r′ ≤ R3. Because stretching and compression are mutually compensated,
it leads to consistency between the original space and the transformed space. The purpose of this
transformation is to concentrate energy in the internal region r′ ≤ R1. In order to better understand
the function of the electromagnetic device, a structural diagram corresponding to the above coordinate
transformation (2.3) is shown in Figure 1.

According to the coordinate transformation (2.3), using the form invariance of Maxwell’s equation,
that is, the principle of transformation optics, we can derive the following complex time-dependent
governing equations to simulate the wave propagation in the electromagnetic concentrator device is
Eq (2.17) on page 141 of [36], rewrite as follows:

Dt = ∇ × H := (∂yH,−∂xH)′,
ε0εr(εmaxEtt + ω2

eE) = McaDtt + McbD,
Bt = −∇ × E := −(∂xEy − ∂yEx),
µ0(µmaxHtt + ω2

mH) = Btt.

(2.4)
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Figure 1. Schematic diagram of coordinate transformation of cylindrical concentrator: (left)
the original space and (right) the transformed space.

In the above set of equations, εr = r′+K1
r′ , where K1 =

(R2−R1)R3
R3−R2

and r′ ∈ [R1,R3]. The parameters
εmax = R3−R2

R3−R1
, µmax =

R2(R3−R2)
R1(R3−R1) , ωe, ωm are used in the following Drude model:

εθ = εmax −
ω2

e

ω2 , µ
′(r′) = µmax −

ω2
m

ω2 .

The coefficient matrices Mca and Mcb in (2.4) are as follows

Mca =

(
εr sin2 θ + εmax cos2 θ (εmax − εr) sin θ cos θ
(εmax − εr) sin θ cos θ εr cos2 θ + εmax sin2 θ

)
, Mcb = ω2

e

(
cos2 θ sin θ cos θ

sin θ cos θ sin2 θ

)
.

The stability of the model equation (2.4) in the continuous case can be found in Reference [22].
Next, I construct the RBF meshless method for Eq (2.4). In order to better develop numerical

format, We can re-express Mca and Mcb as follows:

Mca =

(
Mca11 Mca12

Mca21 Mca22

)
, Mcb =

(
Mcb11 Mcb12

Mcb21 Mcb22

)
and re-express the model equation (2.4) in the following scalar form:

∂Dx

∂t
=
∂H
∂y
,

∂Dy

∂t
= −

∂H
∂x

,

ε0εmaxεr
∂2Ex

∂t2 + ε0ω
2
eεrEx = Mca11

∂2Dx

∂t2 + Mca12
∂2Dy

∂t2 + Mcb11Dx + Mcb12Dy,

ε0εmaxεr
∂2Ey

∂t2 + ε0ω
2
eεrEy = Mca21

∂2Dx

∂t2 + Mca22
∂2Dy

∂t2 + Mcb21Dx + Mcb22Dy,

∂B
∂t

=
∂Ex

∂y
−
∂Ey

∂x
, µ0µmax

∂2H
∂t2 + µ0ω

2
mH =

∂2B
∂t2 .

(2.5)

To solve this problem numerically, I assume that the boundary condition of (2.5) is the perfect
conductor boundary:

n × E = 0, on ∂Ω, (2.6)
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where n is the outward normal vector of units on ∂Ω. For the two-dimensional rectangular domain
Ω = [a, b] × [c, d], (2.6) is simplified to

Ex(x, c, t) = Ex(x, d, t) = 0, Ey(a, y, t) = Ey(b, y, t) = 0, ∀x ∈ [a, b], y ∈ [c, d], t ∈ [0,T ]. (2.7)

For the discrete model equation (2.5) in domain Ω, assuming that the region is Ω = [a, b] × [c, d],
I cover the domain Ω̄ by N scattered points Qi := (xi, yi), i = 1, · · · ,N, where {Qi}

NI
i=1 represents the

internal points and {Qi}
N
NI+1 represents boundary points. Furthermore, we divide the time interval [0,T ]

into Nt uniform intervals, i.e., we have discrete times ti = iτ, i = 0, 1, iii,Nt, where the time step size
τ = T/Nt.

I can construct the following RBF meshless method: Given the proper initial conditions E−
3
2

x , E−
1
2

x ,
E−

3
2

y , E−
1
2

y ,D−
3
2

x ,D−
1
2

x ,D−
3
2

y ,D−
1
2

y , H0, H−1,at all interior points, for any n ≥ 0, find Dn+ 1
2

x , Dn+ 1
2

y , En+ 1
2

x ,

En+ 1
2

y , Bn+1,Hn+1 such that

Dn+ 1
2

x − Dn− 1
2

x

τ
=
∂Hn

∂y
,

Dn+ 1
2

y − Dn− 1
2

y

τ
= −

∂Hn

∂x

ε0εr

εmax
En+ 1

2
x − 2En− 1

2
x + En− 3

2
x

τ2 + ω2
e

En+ 1
2

x + 2En− 1
2

x + En− 3
2

x

4

 = Mca11
Dn+ 1

2
x − 2Dn− 1

2
x + Dn− 3

2
x

τ2

+ Mca12
Dn+ 1

2
y − 2Dn− 1

2
y + Dn− 3

2
y

τ2 + Mcb11
Dn+ 1

2
x + 2Dn− 1

2
x + Dn− 3

2
x

4
+ Mcb12

Dn+ 1
2

y + 2Dn− 1
2

y + Dn− 3
2

y

4
,

ε0εr

εmax
En+ 1

2
y − 2En− 1

2
y + En− 3

2
y

τ2 + ω2
e

En+ 1
2

y + 2En− 1
2

y + En− 3
2

y

4

 = Mca21
Dn+ 1

2
x − 2Dn− 1

2
x + Dn− 3

2
x

τ2

+ Mca22
Dn+ 1

2
y − 2Dn− 1

2
y + Dn− 3

2
y

τ2 + Mcb21
Dn+ 1

2
x + 2Dn− 1

2
x + Dn− 3

2
x

4
+ Mcb22

Dn+ 1
2

y + 2Dn− 1
2

y + Dn− 3
2

y

4
,

Bn+1 − Bn

τ
=
∂En+ 1

2
x

∂y
−
∂En+ 1

2
y

∂x
,

µ0

(
µmax

Hn+1 − 2Hn + Hn−1

τ2 + ω2
m

Hn+1 + 2Hn + Hn−1

4

)
=

Bn+1 − 2Bn + Bn−1

τ2 .

(2.8)

Regarding how to approximate the spatial derivatives ∂Hn

∂y ,
∂Hn

∂x ,
∂E

n+ 1
2

x
∂y ,

∂E
n+ 1

2
y

∂x , I will discuss this in
detail in Section 3.

3. Governing equations of a perfect matching layer model and the RBF meshless method for
coupled model

In order to simulate the wave propagation phenomenon in the electromagnetic concentrator, I need
to introduce PML to simplify the unbounded region problem to a bounded region problem in order to
absorb the external electromagnetic wave. Moreover, the PML is used to truncate the unbounded wave
propagation problem to a bounded domain problem. In this paper, I use the 2-D transverse electric
(TE) Ziolkowski PML model, which is complementary to the 2-D transverse magnetic Ziolkowski
PML model given in [28]. Fro more detailed, I presente the expressions for the TE PML modeling
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equations we need, as follows:

∂E
∂t

+ M1E =
1
ε0
∇ × H −

1
ε0

J,

∂J
∂t

+ M2J = ε0M3E,

∂H
∂t

+ (σx + σy)H = −
1
µ0
∇ × E −

1
µ0

K,

∂K
∂t

= µ0σxσyH.

(3.1)

Here E,H, ε0, µ0 represent the same meaning as that in model equation (2.5). J = (Jx, Jy) and
K represent the induced current and the induced magnetic current, respectively. Moreover M1, M2

and M3 are 2 × 2 diagonal matrices M1 = diag(σy − σx, σx − σy), M2 = diag(σx, σy) and M3 =

diag((σx −σy)σx, (σy −σx)σy), respectively, where σx and σy are the electrical conductivities in the x
and y directions, respectively. The specific expressions for σx and σy are given later and they are non-
negative functions. In order to numerically solve the PML governing equation (3.1) using the method
in this paper, I rewrite it into the scalar form as follows:

ε0
∂Ex

∂t
=
∂H
∂y
− Jx − ε0(σy − σx)Ex,

ε0
∂Ey

∂t
= −

∂H
∂x
− Jy − ε0(σx − σy)Ey,

µ0
∂H
∂t

= −
∂Ey

∂x
+
∂Ex

∂y
− K − µ0(σx + σy)H,

∂Jx

∂t
= −σxJx − ε0(σy − σx)σxEx,

∂Jy

∂t
= −σyJy − ε0(σx − σy)σyEy,

∂K
∂t

= µ0σxσyH.

(3.2)

To maintain the same discrete format as (2.8), I propose the following RBF method for the scalar
form of the PML model equation (3.2). Given the proper initial conditions E−

1
2

x , E−
1
2

y ,H0, J0
x , J

0
y ,K

− 1
2 ,

for any n ≥ 0, find En+ 1
2

x , En+ 1
2

y ,Hn+1, Jn+1
x , Jn+1

y ,Kn+ 1
2 such that

ε0
En+ 1

2
x − En− 1

2
x

τ
=
∂Hn

∂y
− Jn

x − ε0(σy − σx)
En+ 1

2
x + En− 1

2
x

2
,

ε0
En+ 1

2
y − En− 1

2
y

τ
= −

∂Hn

∂x
− Jn

y − ε0(σx − σy)
En+ 1

2
y + En− 1

2
y

2
,

µ0
Hn+1 − Hn

τ
= −

∂En+ 1
2

y

∂x
+
∂En+ 1

2
x

∂y
− Kn+ 1

2 − µ0(σx + σy)
Hn+1 + Hn

2
,

Jn+1
x − Jn

x

τ
= −σx

Jn+1
x + Jn

x

2
− ε0(σy − σx)σxEn+ 1

2
x ,

Jn+1
y − Jn

y

τ
= −σy

Jn+1
y + Jn

y

2
− ε0(σx − σy)σxEn+ 1

2
y .

Kn+ 1
2 − Kn− 1

2

τ
= µ0σxσyHn.

(3.3)
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In the actual numerical implementation process, I need to couple the concentrator model and the
PML model into a new system, and then apply the RBF method for this new system. The following
RBF meshless method is obtained: at all configuration points Qi and all n ∈ [0,Nt − 1]:

Dn+ 1
2

x − Dn− 1
2

x

τ
= dx

∂Hn

∂y
,

Dn+ 1
2

y − Dn− 1
2

y

τ
= −dy

∂Hn

∂x
. (3.4)

a1En+ 1
2

x + a2En− 1
2

x + a3En− 3
2

x = a4Dn+ 1
2

x + a5Dn− 1
2

x .

+ a6Dn− 3
2

x + a7Dn+ 1
2

y + a8Dn− 1
2

y + a9Dn− 3
2

y + a10
∂Hn

∂y
+ a11Jn

x .
(3.5)

b1En+ 1
2

y + b2En− 1
2

y + b3En− 3
2

y = b4Dn+ 1
2

x + b5Dn− 1
2

x .

+ b6Dn− 3
2

x + b7Dn+ 1
2

y + b8Dn− 1
2

y + b9Dn− 3
2

y − b10
∂Hn

∂x
+ b11Jn

y .
(3.6)

Kn+ 1
2 − Kn− 1

2

τ
= µ0σxσyHn. (3.7)

Jn+1
x − Jn

x

τ
= −σx

Jn+1
x + Jn

x

2
− ε0(σy − σx)σxEn+ 1

2
x . (3.8)

Jn+1
y − Jn

y

τ
= −σy

Jn+1
y + Jn

y

2
− ε0(σx − σy)σxEn+ 1

2
y . (3.9)

c1Hn+1 + c2Hn + c3Hn−1 = c4Bn + c5Bn−1 + c6
∂En+ 1

2
y

∂x
+ c7

∂En+ 1
2

x

∂y
+ c8Kn+ 1

2 . (3.10)

The corresponding coefficient expressions are as follows:

dx = dy =

{
1, R1 ≤ r′ ≤ R3

0, other
, a1 =

 ε0εr( εmax
τ2 +

ω2
e

4 ), R1 ≤ r′ ≤ R3
ε0
τ

+ ε0
2 (σy − σx), other

,

b1 =

 ε0εr( εmax
τ2 +

ω2
e

4 ), R1 ≤ r′ ≤ R3
ε0
τ

+ ε0
2 (σx − σy), other

, a2 =

 ε0εr(−2εmax
τ2 +

ω2
e

2 ), R1 ≤ r′ ≤ R3

−
ε0
τ

+ ε0
2 (σy − σx), other

,

b2 =

 ε0εr(−2εmax
τ2 +

ω2
e

2 ), R1 ≤ r′ ≤ R3

−
ε0
τ

+ ε0
2 (σx − σy), other

, a3 = b3 =

 ε0εr( εmax
τ2 +

ω2
e

4 ), R1 ≤ r′ ≤ R3

0, other
,

a4 = a6 =

{ Mca11
τ2 + Mcb11

4 , R1 ≤ r′ ≤ R3

0, other
, a5 =

{
−2 Mca11

τ2 + Mcb11
2 , R1 ≤ r′ ≤ R3

0, other
,

a7 = a9 =

{ Mca12
τ2 + Mcb12

4 , R1 ≤ r′ ≤ R3

0, other
, a8 =

{
−2 Mca12

τ2 + Mcb12
2 , R1 ≤ r′ ≤ R3

0, other
,

b4 = b6 =

{ Mca21
τ2 + Mcb21

4 , R1 ≤ r′ ≤ R3

0, other
, b5 =

{
−2 Mca21

τ2 + Mcb21
2 , R1 ≤ r′ ≤ R3

0, other
,
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b7 = b9 =

{ Mca22
τ2 + Mcb22

4 , R1 ≤ r′ ≤ R3

0, other
, b8 =

{
−2 Mca22

τ2 + Mcb22
2 , R1 ≤ r′ ≤ R3

0, other
,

a10 = b10 =

{
1, in PML area
0, other

, a11 = b11 =

{
−1, in PML area
0, other

,

c1 =

 µ0(µmax
τ2 +

ω2
m

4 ), 0 ≤ r′ ≤ R3

µ0( 1
τ

+
σx+σy

2 ), other
, c2 =

 µ0(−2µmax
τ2 +

ω2
m

2 ), 0 ≤ r′ ≤ R3

µ0(−1
τ

+
σx+σy

2 ), other
,

c3 =

 µ0(µmax
τ2 +

ω2
m

4 ), 0 ≤ r′ ≤ R3

0, other
, c4 =

{
−1
τ2 , 0 ≤ r′ ≤ R3

0, other
, c5 =

{ 1
τ2 , 0 ≤ r′ ≤ R3

0, other
,

c6 =

{ 1
τ
, 0 ≤ r′ ≤ R3

−1, other
, c7 =

{
−1
τ
, 0 ≤ r′ ≤ R3

1, other
, c8 =

{
0, 0 ≤ r′ ≤ R3

−1, other
.

In order to numerically solve the governing equations (3.4)–(3.10) by the RBF meshless method, I
represent the unknown solution functions Dn+ 1

2
x ,Dn+ 1

2
y , En+ 1

2
x , En+ 1

2
y ,Kn+ 1

2 , Jn+1
x , Jn+1

y ,Hn+1 as expansions
of RBFs:

Dn+ 1
2

x =

N∑
j=1

Dn+ 1
2

x j ϕ j(x, y), Dn+ 1
2

y =

N∑
j=1

Dn+ 1
2

y j ϕ j(x, y), En+ 1
2

x =

N∑
j=1

En+ 1
2

x j ϕ j(x, y),

En+ 1
2

y =

N∑
j=1

En+ 1
2

y j ϕ j(x, y), Kn+ 1
2 =

N∑
j=1

Kn+ 1
2

j ϕ j(x, y), Jn+1
x =

N∑
j=1

Jn+1
x j ϕ j(x, y),

Jn+1
y =

N∑
j=1

Jn+1
y j ϕ j(x, y), Hn+1 =

N∑
j=1

Hn+1
j ϕ j(x, y),

(3.11)

where Dn+ 1
2

x j , Dn+ 1
2

y j , En+ 1
2

x j , En+ 1
2

y j , Kn+ 1
2

j , Jn+1
x j , Jn+1

y j and Hn+1
j are the unknown coefficients to be

determined. And the RBF is ϕ j(x, y) := ϕ(
√

(x − x j)2 + (y − y j)2) at the node Q j, j = 1, · · · ,N. Note
that I have a wide variety of choices for RBF. In the numerical tests presented in this paper, I use two
basis functions, first, I focus on the globally smooth multiquadric (MQ) RBF:

ϕ(r) = (r2 + δ2)
γ
2 , (3.12)

where γ is an odd integer and δ > 0 is a free parameter. Then we consider the Gaussian RBF:

ϕ(r) = e−sr2
, (3.13)

where s > 0 is a free parameter. The selection of the above parameters δ, γ and s has a very large effect
on the numerical simulation. Here, I want to point out that how to select an appropriate shape parameter
is very challenging because it is very sensitive to the influence of the numerical results, although there
are some good works in the literature [3,17,38]. For convenience, I denote ∂yH for the partial derivative
of H with respective to y. Similar symbols are used for the other partial derivatives. Now we can use
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the basis function to represent the partial derivative terms ∂yHn, ∂xHn, ∂xEn+ 1
2

y , ∂yEn+ 1
2

x in (3.4)–(3.10).

∂yHn(x, y) =

N∑
j=1

Hn
j∂yϕ j(x, y), ∂xHn(x, y) =

N∑
j=1

Hn
j∂xϕ j(x, y),

∂yEn+ 1
2

x (x, y) =

N∑
j=1

En
x j∂yϕ j(x, y), ∂xEn+ 1

2
y (x, y) =

N∑
j=1

En
y j∂xϕ j(x, y).

(3.14)

The detailed implementation process for using the RBF meshless method to solve the governing
equations (3.4)–(3.10) is as follows:

Step 1. First use the initial value H0 to evaluate the coefficients H0
j by solving a linear system, then

by using (3.14) to calculate ∂yH0 and ∂xH0, final substitute the initial values D−
1
2

x , D−
1
2

y and ∂yH0, ∂xH0

into (3.4) to work out D
1
2
x and D

1
2
y .

Step 2. Substitute the initial values D−
3
2

x , D−
1
2

x , D−
3
2

y , D−
1
2

y , E−
3
2

x , E−
1
2

x , E−
3
2

y , E−
1
2

y , J0
x , J0

y , as well as

∂yH0, ∂xH0, D
1
2
x and D

1
2
y in Step 1 into (3.5) and (3.6) yields E

1
2
x and E

1
2
y .

Step 3. Apply initial values H0 and K−
1
2 to work out K

1
2 in (3.7).

Step 4. Apply the obtained E
1
2
x and E

1
2
y in Step 2 and the given initial values J0

x , J0
y in (3.8) and (3.9),

to respectively obtain J1
x , J1

y .

Step 5. Apply the obtained E
1
2
x and E

1
2
y in Step 2 to obtain the coefficients E

1
2
x j, E

1
2
y j by solving the

same linear system as described in Step 1 to respectively calculate ∂xE
1
2
y and ∂yE

1
2
x , then substitute the

obtained K
1
2 in Step 3 and the given initialvalues H0,H−1, B0, B−1 and the just calculated ∂xE

1
2
y and

∂yE
1
2
x into (3.10) to get H1.

Step 6. Repeat the above steps Step 1 − Step 5 until the last step.

4. Numerical results

In this section, I will verify the effectiveness of the RBF method by adjusting the parameters of the
RBF. For the numerical simulations, I set the physical area to be Ω = [−0.025, 0.025]×[−0.025, 0.025].
I chose the grid size to be h = 8 ∗ 10−4. The plane wave source we applied is H = 0.1 ∗ sin(ω ∗ t),
where ω = 2π f and the operating frequency of the wave source f = 40.0 GHz. set the PML to have
a thickness that 12 times the grid size. In this test, the total time step number is T N = 200, and the
splitting step of time τ = 10 ∗ 10−13, that is, final simulation time T = 0.2ns. Some parameters are
given below.

R1 = 0.0040, R2 = 0.0080, R3 = 0.0125,

ε0 = 8.85 ∗ 10−12F/m, µ0 = 4π ∗ 10−7H/m.

The functions σx and σy corresponding to the PML model are as follows.

σx(x) =


c( x−0.025

d )l, x ≥ 0.025
c( x+0.025

d )l, x ≤ −0.025
0, otherwise.

(4.1)
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σy(y) =


c( y−0.025

d )l, x ≥ 0.025
c( y+0.025

d )l, x ≤ −0.025
0, otherwise.

(4.2)

I chose c = −log(P0)(l + 1) cv
2d , where d = 12h is the thickness of the PML. P0 = 1.0 × 10−7 is the

desired reflection error, and the polynomial degree was set as l = 4. Here, cv = 3 · 108 m/s is the speed
at which the waves propagate in the vacuum.

4.1. Example 1

In this example, I simulate an electromagnetic concentrator. The sketch of this device and sketch
of the distribution of the collocation nodes is shown in Figure 2. The position of the wave source
x = −0.025 m, y range of values [−0.025, 0.025] m, as shown by the red line in Figure 2. In order to
clearly see the collocation points, I applied the the coarse grid h = 16 ∗ 10−4.

In order to see more clearly how the waves propagate in the concentrator, some snapshots of the
electric field Ey simulated by the MQ RBF with γ = 1, δ = 6 ∗ 10−4 in Figure 3 and δ = 5 ∗ 10−3 in
Figure 4 . The CPU times for the data in Figures 3 and 4 are 152.75 s and 149.37 s respectively for this
200 time step simulation.

Figure 2. Sketch of electromagnetic wave concentrator device (left) and sketch of the
distribution of the collocation nodes, h = 1.6 ∗ 10−3 (right).

The numerical simulation results show that the plane source wave propagates normally in the
vacuum before entering the metamaterial region. After the wave passes through the metamaterial
region, it slowly concentrates in the region r′ ≤ R1. Then out of the metamaterial area, the wave
propagates to the right as usual in the vacuum. Figures 3 and 4 clearly shows how the wave deforms
in the metamaterial region. The results we obtained with the RBF meshless method produced a
concentration phenomenon similar to that observed via the finite element method [36]. From
Figures 3 and 4, we can see that the concentrated structure has almost no scattering at the interface of
the medium, and has an electromagnetic concentration effect.

Here, I want to point out that the parameters γ and δ in the MQ RBF are very sensitive to the
simulation of the numerical results. Through numerical tests, I found that we must choose γ = 1,
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otherwise no matter what δ value is used, we will not get the desired reasonable results. Therefore,
I assumed γ = 1 and have found that good numerical simulation results can be obtained for any
6 ∗ 10−4 ≤ δ ≤ 5 ∗ 10−3. The numerical results show that the image associated with δ = 6 ∗ 10−4 is not
as clear as the image produced when δ = 5∗10−3. Within the range of parameter δ selection, the image
becomes more and more clear as the value of the parameter increases.

Figure 3. Contour plots of electric field Ey for the simulation of the electromagnetic wave
concentrator device with parameters h = 8 ∗ 10−4, τ = 1.0 ∗ 10−12 s at 50, 80, 110, 140, 170
and 200 time steps, the MQ RBF, γ = 1, δ = 6 ∗ 10−4 .
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Figure 4. Contour plots of electric field Ey for the simulation of the electromagnetic wave
concentrator device with parameters h = 8 ∗ 10−4, τ = 1.0 ∗ 10−12 s at 80, 110, 140, 170, 260
and 200 time steps, the Gaussian RBF, γ = 1, δ = 5 ∗ 10−3.

4.2. Example 2

In this example, I use another basis function, the Gaussian RBF, to simulate the wave propagation
phenomenon of the electromagnetic concentrator. All other parameters are the same as in the previous
example. Some snapshots of the electric field Ey simulated by the Gaussian RBF with s = 1.8 ∗ 106 in
Figure 5 and s = 4 ∗ 105 in Figure 6. The CPU times for the data in Figures 5 and 6 are 161.16 s and
159.50 s respectively for this 200 time step simulation.
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Figure 5. Contour plots of electric field Ey for the simulation of the electromagnetic wave
concentrator device with parameters h = 8 ∗ 10−4, τ = 1.0 ∗ 10−12 s at 50, 80, 110, 140, 170
and 200 time steps, the Gaussian RBF, s = 1.8 ∗ 106 .

The analysis of the numerical simulation results are the same as in Example 1. Here I point out the
influence of the parameters of the Gaussian RBF on the numerical results. Through numerical tests, I
found that the selection range for the only parameter s in the Gaussian RBF is [4 ∗ 105, 1.8 ∗ 106], other
parameters can not simulate good results. The numerical results show that the image associated with
s = 1.8 ∗ 106 is not as clear as the image produced when s = 4 ∗ 105. Within the range of parameter s
selection, the smaller the parameter, the clearer the image. Through the testing of two RBF, we found
that the method is able to reproduce the same physical phenomena with the sophisticated finite element
method of our previous work [36].
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Figure 6. Contour plots of electric field Ey for the simulation of the electromagnetic wave
concentrator device with parameters h = 8 ∗ 10−4, τ = 1.0 ∗ 10−12 s at 50, 80, 110, 140, 170
and 200 time steps, the Gaussian RBF, s = 4 ∗ 105.

5. Conclusions

In this paper, I developed a leap-frog RBF meshless method for solving wave propagation
problems in electromagnetic wave concentrator devices. The numerical results of MQ RBF and
Gaussian RBF show that this RBF method is very effective when the correct free parameters are
selected. How to systematically select the correct free parameters in RBF is still an open issue. In the
future, I will continue to study the theoretical analysis of the RBF meshless method and how to select
free parameters. In addition, I will also consider the application of the meshless method to simulate
electromagnetic invisibility cloaks.
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