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1. Introduction

In the context of reliability engineering and lifetime knowledge, there are several types of failures.
One is a failure that is not immediately apparent to operations or maintenance personnel. This form
of failure can result in equipment not performing a required function, such as protective functions in
power plants and substations, standby equipment, backup power, or lack of capacity or power (see
Wang and Pham [36], Tang et al. [34], Jiang et al. [16], and Ahmadi [2]). Predicting the exact timing
of such a failure in complex systems is a significant problem in reliability engineering, as evidenced
by the growing importance of the inactivity time of a lifespan (see, for instance, Zhang et al. [37] and
Jia and Jeong [15]). Inactivity time has been useful in describing various maintenance strategies in
reliability engineering (see Finkelstein [12]). It has also proven useful in biomedicine for estimating
the incubation period of diseases and studying the behavior of lifetime distributions in retrospective
survival studies (see Keiding and Gill [21], Keiding [22], and Andersen et al. [6]). Inactivity time has
been used in forensic science and life insurance to predict the time of occurrence of events, such as the
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time of death of a person (see Gupta and Nanda [13]). This concept of reliability has also been used in
risk analysis theory and econometrics (see Eeckhoudt and Gollier [10] and Kijima and Ohnishi [23]).

The concept of inactivity time provides a mathematical tool to measure the interval time between
the exact time of failure and the time when the failure is realized. Since determining the exact failure
time of a unit is necessary, the concept of inactivity time is useful. Let X be the random lifetime of a
new unit that has a cumulative distribution function (CDF) F, and assume that the unit failed before
the time t at which an inspection was performed. Then the time-dependent random variable (r.v.)
X(t) := (t − X | X ≤ t) which holds for all t for which F(t) > 0 is known in the context of reliability
theory as the inactivity time of X or reversed residual lifetime of X (see Ruiz and Navarro [30], Nanda
et al. [27], Kayid and Ahmad [18], and Kayid and Izadkhah [19]). The inactivity time can therefore be
used to predict the timing of early failures of a component or product, which in turn can be of interest,
for example, in finding the optimal time to perform burn-in processes (see Block and Savits [7]).

For any non-negative r.v. X with CDF F, the Laplace-Stieltjes transform is defined as

LX(s) :=
∫ +∞

0
e−sxdF(x), s > 0. (1.1)

It is obvious that LX(s) is non-increasing as a function of s. Let F̄ with F̄(x) := 1 − F(x) denote the
survival function (SF) of X which is a decreasing function on [0, 1] calculating probabilities of X being
strictly greater than x. The Laplace transform of F̄ is given by

L∗X(s) :=
∫ +∞

0
e−sxF̄(x)dx, s > 0. (1.2)

The values of r.v. X are non-negative, so the Laplace-Stieltjes transform (1.1) and the Laplace
transform (1.2) always exist. Various stochastic orderings and reliability properties as well as some
of their applications have been studied in the literature using the Laplace-Stieltjes transform and the
Laplace transform (see Alzaid et al. [5], Nanda [26], Shaked and Wang [32], Ahmed and Kayid [3],
Tepedelenlioglu et al. [35], Al-Gashgari et al. [4], Kayid et al. [20], and El-Arishy et al. [11]). If X has
an absolutely continuous CDF, then

L∗X(s) =
1
s

(1 − LX(s)), s > 0. (1.3)

From the Eqs (1.1) and (1.2), one has LX(s) = E[e−sX] and L∗X(s) = E[min(X, Es)] where Es denotes an
r.v. with exponential distribution having a mean equal with 1/s.

Suppose that X and Y have Laplace transforms LX and LY , respectively. It is then said that X is less
or equal than Y in the Laplace transform order (denoted as X ≤Lt Y) provided that LX(s) ≥ LY(s) for all
s ≥ 0. From (1.3),

X ≤Lt Y if, and only if, L∗X(s) ≤ L∗Y(s), for all s > 0.

The inactivity times of X and Y with CDFs F and G are defined as X(t) = (t − X|X ≤ t), F(t) > 0 and
Y(t) = (t − Y |Y ≤ t), G(t) > 0, respectively. The SFs of X(t) and Y(t) are given by F̄(t)(x) = F(t−x)

F(t) and
Ḡ(t)(x) = G(t−x)

G(t) for x ≥ 0. It is to be mentioned here that, when X and Y are non-negative r.v.s then
X(t) and Y(t) have finite supports. To figure out this principle, let us assume that X and Y have supports
S X = (lX, uX) and S Y = (lY , uY), respectively, where lX := inf{x|F(x) > 0} and uX := sup{x|F(x) < 1};
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similarly lY and uY are defined. If X(t) and Y(t) have CDFs F(t) and G(t) which are valid, respectively, for
values t > lX and values t > lY , then for the lower bound of the support of X(t) we get

lX(t) := inf{x|F(t)(x) > 0}

= inf{x|1 −
F(t − x)

F(t)
> 0}

= inf{x|F(t − x) < F(t)}
= inf{x|x > t − F−1oF(t) − t} = 0,

where F−1(u) := inf{x|F(x) > u} for any u ∈ [0, 1]. Further, for the upper bound of the support of X(t)

one obtains

uX(t) := sup{x|F(t)(x) < 1}

= sup{x|1 −
F(t − x)

F(t)
< 1}

= sup{x|F(t − x) > 0}
= sup{x|x < t − lX} = t − lX,

and thus X(t) has support S X(t) = (0, t − lX) where lX ∈ [0, t) and analogously, Y(t) has support S Y(t) =

(0, t − lY) in which lY ∈ [0, t). It is also concluded that the supports of X(t) and Y(t) do not depend on the
upper bounds of the supports of X and Y, accordingly.

In what follows two well-known stochastic orderings are given.

Definition 1. It is said that X with probability density function (PDF) f and CDF F is less than or
equal with Y which has PDF g and CDF G in the reversed hazard rate order (denoted by X ≤rhr Y) if
rX(t) ≤ rY(t) for all t > max{lX, lY}, where rX(t) = f (t)

F(t) , t > lX and rY(t) = g(t)
G(t) , t > lY are the reversed

hazard rate functions of X and Y, respectively (see Finkelstein (2002)).

The conditional r.v.s X(t) and Y(t), known as inactivity times of X and Y , can be applied to
compare lifetime distributions from the perspective of the Laplace transform. Ahmad and Kayid [1]
characterized the reversed hazard rate order as follows:

X ≤rhr Y if, and only if, X(t) ≥Lt Y(t) for all t > max{lX, lY}. (1.4)

Definition 2. It is said that X with mean inactivity time (MIT) function m̃X given by m̃X(t) = E(X(t)) is
less than or equal with Y with MIT function m̃Y given by m̃Y(t) = E(Y(t)) (denoted by X ≤mit Y) provided
that m̃X(t) ≥ m̃Y(t) for all t > max{lX, lY} (see Kayid and Izadkhah (2014)).

Stochastic comparison of random lifetimes of units based on their inactivity times has attracted the
attention of many researchers recently (see, e.g., Salehi and Tavangar [31], Patra and Kundu [29], Di
Crescenzo et al. [9], Li and Li [24] and Guo et al. [14]).

It is well-known that X ≤rhr Y implies ϕ(X) ≤rhr ϕ(Y) for every increasing function ϕ, and, therefore,
ϕ(X) ≤mit ϕ(Y) since the mean inactivity time order is weaker than the reversed hazard rate order. By
taking ϕ(x) = esx, s > 0 as an increasing function, it is concluded that X ≤rhr Y implies esX ≤mit esY , for
all s > 0. To develop this implication in the revered direction it was proved by Ortega (2008) that

X ≤rhr Y if, and only if, esX ≤mit esY for all s > 0. (1.5)
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In this paper, we further develop the characterizations given in (1.4) and (1.5) to obtain several results
for the ordering of bivariate distributions, and the main results serve as an essential complement to those
obtained in univariate cases. We also examine some characterizations of a relevant reliability class of
bivariate lifetime distributions. To our knowledge, the Laplace transform for bivariate inactivity times
has not been considered anywhere in the literature. Therefore, the aim of this study is to present the
use of this measure to derive various stochastic order properties and to characterize bivariate lifetime
patterns of distributions.

The paper is organized as follows. Section 2 introduces the bivariate inactivity time and its
distributional properties, as well as some preliminary concepts used in the rest of the paper. A weak
bivariate order of the reversed hazard rate and a weak bivariate order of the mean inactivity time are
defined and the relationship between these orders is presented. Section 3 presents the main results
of the paper, including three characterizations of the weak bivariate order of the reversed hazard rate
using the Laplace transform of the bivariate inactivity times and the Laplace transform of the marginal
inactivity times, as well as a characterization of a bivariate property of the decreasing failure rate.
Finally, Section 4 concludes the paper with further illustrative explanations and descriptions.

2. Reliability measures of bivariate inactivity time

Suppose that X = (X1, X2) is a pair of random lifetimes of two devices that has a common CDF F.
Consider a situation where accurate information about the times at which early failures occurred in the
past is not available. Assume that the failure of the first (resp. second) device occurs at time t1 (resp.
t2). The time-dependent random pair

X(t1,t2) = (t1 − X1, t2 − X2|X1 ≤ t1, X2 ≤ t2), (t1, t2) : F(t1, t2) > 0, (2.1)

in which (t1, t2) in which ti > 0, i = 1, 2 is the pair of observation times, is called the bivariate inactivity
time associated with X = (X1, X2) (cf. Mulero and Pellerey [25]). The random pair X(t1,t2) has SF

F̄(t1,t2)(x1, x2) =
F(t1 − x1, t2 − x2)

F(t1, t2)
, xi > 0, i = 1, 2. (2.2)

Since F is, in general, supported on R2
+, thus when xi > ti at least for one i = 1, 2 then F̄(t1,t2)(x1, x2) = 0.

This can be also acknowledged by the fact that X(t1,t2) in (2.1) has a support in [0, t1] × [0, t2]. If F is
assumed to be absolutely continues with the corresponding joint PDF f , then the joint PDF of X(t1,t2) is
obtained as

f(t1,t2)(x1, x2) =
f (t1 − x1, t2 − x2)

F(t1, t2)
, xi > 0, i = 1, 2. (2.3)

The marginal distributions are the ones associated with the conditional r.v.

Xi,ti = (ti − Xi|X1 ≤ t1, X2 ≤ t2), i = 1, 2; (t1, t2) : F(t1, t2) > 0. (2.4)

From (2.4), one can rewrite the bivariate inactivity time in (2.1) as X(t1,t2) = (X1,t1 ,X2,t2). It
can be seen that the marginal distributions of the conditional random vector (X|X ∈ C) where
X = (X1, X2, . . . , Xp) for any arbitrary set C ∈ Rp depend on joint probability of P(X ∈ C) which
in turn is affected by the dependence between elements of X. Indeed, (2.4) is a particular case where
p = 2 and P(X ∈ C) = F(t1, t2).
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Suppose that Xi has marginal CDF Fi and SF F̄i ≡ 1 − Fi for i = 1, 2. The PDF of Xi (whenever it
exists) is given by fi, i = 1, 2. The conditional SF of Xi,ti is acquired as

F̄1,t1(x1) =
F(t1 − x1, t2)

F(t1, t2)
and F̄2,t2(x2) =

F(t1, t2 − x2)
F(t1, t2)

(2.5)

and the corresponding conditional PDF is, therefore, obtained by

f1,t1(x1) =
− ∂
∂x1

F(t1 − x1, t2)

F(t1, t2)
and f2,t2(x2) =

− ∂
∂x2

F(t1, t2 − x2)

F(t1, t2)
. (2.6)

If we suppose that X1 and X2 are independent then the r.v. Xi,ti = (ti − Xi|X1 ≤ t1, X2 ≤ t2) is dietetically
distributed with the univariate well-known inactivity time Xi(ti) = (ti − Xi|Xi ≤ ti), i = 1, 2. The
conditional r.v.s X1,t1 and X2,t2 can be used for further stochastic comparisons of X1 and X2 on the
left tail of their distributions in the case they are possibly dependent.

Domma [8] extended some important results of reliability theory based on the bivariate hazard rate
to the case of the bivariate reversed hazard rate. The gradient of the reversed hazard rate of X = (X1, X2)
is given by

rX(t1, t2) = △ ln(F(t1, t2))
= (r1,X(t1, t2), r2,X(t1, t2)), ti > 0, i = 1, 2,

where △ =
(
∂
∂t1
, ∂
∂t2

)
and

r1,X(t1, t2) = lim
δ→0+

P(X1,t1 ∈ (0, δ]
δ

=
∂

∂t1
ln(F(t1, t2))

and
r2,X(t1, t2) = lim

δ→0+

P(X2,t2 ∈ (0, δ])
δ

=
∂

∂t2
ln(F(t1, t2)).

Let us denote by m̃X the bivariate MIT function of X = (X1, X2) which is given by m̃X(t1, t2) =
(m̃1,X(t1, t2), m̃2,X(t1, t2)) so that, the conditional MITs are obtained as (cf. Domma [8])

m̃1,X(t1, t2) = E[X1,t1] =

∫ t1
0

F(x1, t2) dx1

F(t1, t2)

and

m̃2,X(t1, t2) = E[X1,t2] =

∫ t2
0

F(t1, x2) dx2

F(t1, t2)
.

On the basis of the bivariate inactivity time and also the foregoing reliability measures a couple of
bivariate ordering properties are defined as follows.

Definition 3. Let X and Y be two non-negative random pairs with reversed hazard rates gradients
rX and rY, respectively. It is then said that X is smaller than Y in weak bivariate reversed hazard
rate order (denoted by X ≤wrhr Y) whenever ri,X(t1, t2) ≤ ri,Y(t1, t2), i = 1, 2 for all (t1, t2) ∈ R2

+, or
equivalently if

G(t1, t2)
F(t1, t2)

is non-decreasing in (t1, t2) ∈ {(t1, t2) ∈ R2
+ : G(t1, t2) > 0}.
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Definition 4. Let X and Y be two non-negative random pairs with bivariate MIT functions m̃X and
m̃Y, respectively. Then, it is said that X is less than Y in weak bivariate mean inactivity time order
(denoted by X ≤wmit Y) if m̃i,X(t1, t2) ≥ m̃i,Y(t1, t2), i = 1, 2 for all (t1, t2) ∈ R2

+, or equivalently if∫ t1
0

G(x1, t2) dx1∫ t1
0

F(x1, t2) dx1

is non-decreasing in t1 > 0, for every t2 ≥ 0

and ∫ t2
0

G(t1, x2) dx2∫ t2
0

F(t1, x2) dx2

is non-decreasing in t2 > 0, for every t1 ≥ 0.

The next example illustrates a situation where a family of bivariate distributions fulfills the weak
bivariate reversed hazard rate order based on ordering conditions on the set of parameters of the
distribution.

Example 5. Suppose that X follows the bivariate CDF

F(t1, t2) = exp{−
a1

t1
−

a2

t2
exp{

a1

t1
}}, ti ≥ 0, i = 1, 2

where ai > 0 for i = 1, 2. Further, assume that Y follows the bivariate CDF

G(t1, t2) = exp{−
b1

t1
−

b2

t2
exp{

b1

t1
}}, ti ≥ 0, i = 1, 2

where bi > 0 for i = 1, 2. If ai ≤ bi, for every i = 1, 2 then by routine algebraic calculations it can

be shown that
G(t1, t2)
F(t1, t2)

is non-decreasing in t1 for every t2 ≥ 0 and also it is proved that
G(t1, t2)
F(t1, t2)

is

non-decreasing in t2 for every t1 ≥ 0, i.e., X ≤wrhr Y.

Proposition 6. Let X and Y be two non-negative random pairs with absolutely continuous distributions
F and G. If X ≤wrhr Y then X ≤wmit Y.

Proof. Denote H1 = F and H2 = G, thus Hi is a joint CDF for each i = 1, 2. In one hand, since by the
definition, X ≤wrhr Y implies that

G(t1, t2)
F(t1, t2)

is non-decreasing in t1, for every t2 ≥ 0,

thus the function

Ht2 : (i, x) 7→ Hi(x, t2) is T P2 in (i, x) ∈ {1, 2} × R+, for all t2 ≥ 0. (2.7)

On the other hand, X ≤wrhr Y also implies by the definition that

G(t1, t2)
F(t1, t2)

is non-decreasing in t2, for every t1 ≥ 0,

i.e., the function

H∗t1 : (i, y) 7→ Hi(t1, y) is T P2 in (i, y) ∈ {1, 2} × R+, for all t1 ≥ 0. (2.8)
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Using (2.7) and the fact that the heavy-side function I : (x, t1) 7→ I[x ≤ t1] is TP2 in (x, t1) ∈ R+ × R+,
it follows by the general composition theorem of Karlin [17] that, for all t2 ≥ 0,

∫ +∞
0

Ht2(i, x)I(x, t1) dx
is TP2 in (i, t1) ∈ {1, 2} × R+ which means that∫ t1

0
G(x1, t2) dx1∫ t1

0
F(x1, t2) dx1

is non-decreasing in t1 > 0, for every t2 ≥ 0.

Further, from (2.8), since I∗ : (y, t2) 7→ I[y ≤ t2] is TP2 in (y, t2) ∈ R+ × R+, thus repeated application
of the general composition theorem of Karlin [17] provides that, for all t1 ≥ 0,

∫ +∞
0

H∗t1(i, y)I∗(y, t2) dy
is TP2 in (i, t2) ∈ {1, 2} × R+ which is equivalent to saying that∫ t1

0
G(x1, t2) dx1∫ t1

0
F(x1, t2) dx1

is non-decreasing in t2 > 0, for every t1 ≥ 0.

Thus, it is concluded that X ≤wmit Y. □ □

The following example is used to indicate that the reversed implication in Proposition 6 is not satisfied.

Example 7. Suppose that X has the following bivariate CDF

F(x1, x2) =



x1x2

4
if 0 ≤ xi ≤ 2, i = 1, 2

xi

2
if 0 ≤ xi ≤ 2, x3−i ≥ 2, i = 1, 2

1 if xi ≥ 2, i = 1, 2

Let Y follow the bivariate CDF

G(x1, x2) =



(x1x2)2

4
if 0 ≤ xi ≤ 1, i = 1, 2

x2
i

2
if 0 ≤ xi ≤ 1, x3−i ≥ 2, i = 1, 2

x2
i (x2

3−i + 2)
12

if 0 ≤ xi ≤ 1, 1 ≤ x3−i ≤ 2, i = 1, 2

(x2
1 + 2)(x2

2 + 2)
36

if 1 ≤ xi ≤ 2, i = 1, 2

(x2
i + 2)
6

if 1 ≤ xi ≤ 2, x3−i ≥ 2, i = 1, 2

1 if xi ≥ 2, i = 1, 2
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It can be verified that
G(x1, x2)
F(x1, x2)

is not non-decreasing in x1 ≥ 0 for every x2 ≥ 0 and also it is not

non-decreasing in x2 ≥ 0 for every x1 ≥ 0. Therefore, X ⩽̸wrhr Y. On the other hand,

m̃i,X(t1, t2) =


ti

2
if 0 ≤ ti ≤ 2

ti − 1 if ti ≥ 2

, i = 1, 2.

and, moreover,

m̃i,Y(t1, t2) =



ti

3
if 0 ≤ ti ≤ 1

t3
i + 6ti − 4
3(t2

i + 2)
if 1 ≤ ti ≤ 2

ti − 1 if ti ≥ 2

, i = 1, 2.

It can be plainly observed that m̃i,X(t1, t2) ≥ m̃i,Y(t1, t2), for every i = 1, 2 and, as a result, X ≤wmit Y.

The bivariate Laplace-Stieltjes transform associated with the non-negative random pair X = (X1, X2)
with joint density f (x1, x2) is given by

LX(s) =
∫ +∞

0

∫ +∞

0
e−s1X1−s2X2 f (x1, x2)dx1dx2, s = (s1, s2) ∈ R2

+. (2.9)

Definition 8. For two non-negative random pairs X = (X1, X2) and Y = (Y1,Y2) with respective
Laplace transforms LX and LY it is said that X is less than or equal with Y in the bivariate Laplace
transform (denoted by X ≤BLt Y) whenever LX(s) ≥ LY(s), for all s ∈ R2

+.

By Theorem 7.D.1. of Shaked and Shanthikumar [33], X ≤BLt Y gives Xi ≤Lt Yi, i = 1, 2. The
reversed implication does not hold in the general case.

3. Characterization results using bivariate Laplace transform of inactivity times

In this section, the bivariate Laplace transform (2.9) is used to compare the inactivity times of non-
negative random pairs X = (X1, X2) and Y = (Y1,Y2). Appealing to the notations introduced in (1.1),
(1.2) and (2.9), it can be seen that

LX(s) = 1 − s1L∗X1
(s1) − s2L∗X2

(s2) + s1s2L∗X(s), si > 0, i = 1, 2, (3.1)

in which

L∗X(s) =
∫ +∞

0

∫ +∞

0
e−s1 x1−s2 x2 F̄(x1, x2) dx1dx2. (3.2)

The bivariate Laplace transform of X(t) = (X1,t1 ,X2,t2) is obtained here. Firstly, because of (3.1) the
Laplace transforms of X1,t1 and X2,t2 are acquired. The Eqs (2.3) and (2.5) lead to expressions for (3.1)
and (3.2) as follows:

L∗X1,t1
(s1) :=

∫ t1
0

e+s1 x1 F(x1, t2)dx1

e+s1t1 F(t1, t2)
and L∗X2,t2

(s2) :=

∫ t2
0

e+s2 x2 F(t1, x2)dx2

e+s2t2 F(t1, t2)
. (3.3)
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The Laplace transform of the bivariate inactivity time is then obtained as

LX(t)(s1, s2) := 1 − s1

∫ t1
0

e+s1 x1 F(x1, t2)dx1

e+s1t1 F(t1, t2)
− s2

∫ t2
0

e+s2 x2 F(t1, x2)dx2

e+s2t2 F(t1, t2)

+ s1s2

∫ t1
0

∫ t2
0

e+s1 x1+s2 x2 F(x1, x2)dx2dx1

F(t1, t2)
. (3.4)

Necessary and sufficient conditions for the Laplace transform ordering between Xi,ti and Yi,ti , i = 1, 2
are secured as follows:

Proposition 9. Let X and Y be two non-negative random pairs having joint CDFs F and G for which
the bivariate inactivity times are X(t) = (X1,t1 ,X2,t2) and Y(t) = (Y1,t1 ,Y2,t2), respectively. Then

(i) X1,t1 ≥Lt Y1,t1 , for all t ∈ R2
+ if, and only if,

∫ t1
0 e+s1 x1G(x1,t2)dx1∫ t1
0 e+s1 x1 F(x1,t2)dx1

is non-decreasing in t1 ≥ 0 for every

t2 ≥ 0.

(ii) X2,t2 ≥Lt Y2,t2 for all t ∈ R2
+ if, and only if,

∫ t2
0 e+s2 x2G(t1,x2)dx2∫ t2
0 e+s2 x2 F(t1,x2)dx2

is non-decreasing in t2 ≥ 0 for every

t1 ≥ 0.

Proof. The proof of assertion (i) is only given, since the assertion (ii) can be proved similarly. For all
ti ≥ 0, i = 1, 2 and for every s1 ≥ 0,

∂

∂t1

∫ t1
0

e+s1 x1G(x1, t2)dx1∫ t1
0

e+s1 x1 F(x1, t2)dx1

sgn
= + e+s1t1G(t1, t2)

∫ t1

0
e+s1 x1 F(x1, t2)dx1

− e+s1t1 F(t1, t2)
∫ t1

0
e+s1 x1G(x1, t2)dx1,

where
sgn
= indicates the equality in sign. Thus, one concludes for all ti ≥ 0, i = 1, 2 that

∂

∂t1

∫ t1
0

e+s1 x1G(x1, t2)dx1∫ t1
0

e+s1 x1 F(x1, t2)dx1

≥ 0, ∀ s1 ≥ 0,

if, and only if, for all t ∈ R2
+ (see, Eq (3.3))

L∗X1,t1
(s1) =

∫ t1
0

e+s1 x1 F(x1, t2)dx1

e+s1t1 F(t1, t2)
≥

∫ t1
0

e+s1 x1G(x1, t2)dx1

e+s1t1G(t1, t2)
= L∗Y1,t1

(s1), ∀ s1 ≥ 0.

This holds if, and only if, X1,t1 ≥Lt Y1,t1 , for all t ∈ R2
+. □ □

The main result of the paper is the following theorem.

Theorem 10. Let X and Y be two non-negative random pairs having joint CDFs F and G, respectively.
Then

X ≤wrhr Y if, and only if, Xi,ti ≥Lt Yi,ti , i = 1, 2, for all t ∈ R2
+. (3.5)
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Proof. Firstly, it is shown that Xi,ti ≥Lt Yi,ti , i = 1, 2, for all t ∈ R2
+ is a sufficient condition to conclude

X ≤wrhr Y. For every i = 1, 2, we have

L∗Xi,ti
(si) =

1
si

(1 − LXi,ti
(si)) and L∗Yi,ti

(si) =
1
si

(1 − LYi,ti
(si)). (3.6)

By applying the Eqs (3.6) and (3.3) and also using (2.6) we obtain∫ t1
0

e+s1 x1G(x1, t2)dx1∫ t1
0

e+s1 x1 F(x1, t2)dx1

=
G(t1, t2)L∗Y1,t1

(s1)

F(t1, t2)L∗Y1,t1
(s1)

=
G(t1, t2) −G(t1, t2)

∫ +∞
0

e−s1 x1 fX1,t1
(x1)dx1

F(t1, t2) − F(t1, t2)
∫ +∞

0
e−s1 x1 fY1,t1

(x1)dx1

=
G(t1, t2) −

∫ t1
0

e−s1(t1−x1)
(
∂
∂x1

G(x1, t2)
)

dx1

F(t1, t2) −
∫ t1

0
e−s1(t1−x1)

(
∂
∂x1

F(x1, t2)
)

dx1

, (3.7)

and analogously, ∫ t2
0

e+s2 x2G(t1, x2)dx2∫ t2
0

e+s2 x2 F(t1, x2)dx2

=
G(t1, t2)L∗Y2,t2

(s2)

F(t1, t2)L∗X2,t2
(s2)

=
G(t1, t2) −G(t1, t2)

∫ +∞
0

e−s2 x2 fX2,t2
(x2)dx2

F(t1, t2) − F(t1, t2)
∫ +∞

0
e−s2 x2 fY2,t2

(x2)dx2

=
G(t1, t2) −

∫ t2
0

e−s2(t2−x2)
(
∂
∂x2

G(t1, x2)
)

dx2

F(t1, t2) −
∫ t2

0
e−s2(t2−x2)

(
∂
∂x2

F(t1, x2)
)

dx2

. (3.8)

By Proposition 9, we deduce that X1,t1 ≥Lt Y1,t1 for all t ∈ R2
+ if, and only if, (3.7) is non-decreasing

in t1 for every t2 ≥ 0 and for all s1 ≥ 0 and specially when s1 → +∞, X1,t1 ≥Lt Y1,t1 for all t ∈ R2
+

concludes that (3.7) is non-decreasing in t1 for every t2 ≥ 0. In this framework, X2,t2 ≥Lt Y2,t2 for all
t ∈ R2

+ holds if, and only if, (3.8) is non-decreasing in t2 for every t1 ≥ 0 and for all s2 ≥ 0 and in
particular when s2 → +∞, X2,t2 ≥Lt Y2,t2 for all t ∈ R2

+ further implies (3.8) is non-decreasing in t2 for
every t1 ≥ 0. For all s1 ≥ 0 and, also, for all t ∈ R2

+, we observe that∣∣∣∣∣∣e−s1(t1−x1)I[x1 ≤ t1]
(
∂

∂x1
F(x1, t2)

)∣∣∣∣∣∣ ≤ ∂∂x1
F(x1, t2),

where ∂
∂x1

F(x1, t2) is an integrable function for all t ∈ R2
+ because∫ +∞

0

(
∂

∂x1
F(x1, t2)

)
dx1 = F2(t2) ≤ 1 < +∞.

The Lebesgue’s dominated convergence theorem concludes that

lim
s1→+∞

∫ t1

0
ξ(x1, t2)e−s1(t1−x1)dx1 = lim

s1→+∞

∫ +∞

0
ξ(x1, t2)e−s1(t1−x1)I[x1 ≤ t1]dx1
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=

∫ +∞

0
lim

s1→+∞
ξ(x1, t2)e−s1(t1−x1)I[x1 ≤ t1]dx1 = 0,

where ξ(x1, t2) = ∂
∂x1

F(x1, t2). Similarly,

lim
s1→+∞

∫ t1

0
η(x1, t2)e−s1(t1−x1)dx1 = 0,

where η(x1, t2) = ∂
∂x1

G(x1, t2). Therefore,

X1,t1 ≥Lt Y1,t1 , ∀ t ∈ R2
+ implies that

G(t1, t2)
F(t1, t2)

is non-decreasing in t1,∀ t2 ≥ 0. (3.9)

In addition,

X2,t2 ≥Lt Y2,t2 , ∀ t ∈ R2
+ implies that

G(t1, t2)
F(t1, t2)

is non-decreasing in t2,∀ t1 ≥ 0. (3.10)

The Eqs (3.9) and (3.10) on the whole imply that X ≤wrhr Y. To prove the reversed implication we
proceed as in the proof of Proposition 6. Suppose that X ≤wrhr Y holds true. Fix t2 ≥ 0 and also fix
s1 ≥ 0 as two arbitrary points. Define K and L as

(t1, x1) 7→ K(t1, x1) = e+s1 x1 I[x1 ≤ t1], t1, x1 ≥ 0 and (x1, i) 7→ L(x1, i), i = 1, 2, x1 ≥ 0,

respectively, in the way L(x1, 1) = F(x1, t2) and L(x1, 2) = G(x1, t2). By assumption, G(x1,t2)
F(x1,t2) is non-

decreasing in x1 ≥ 0. Hence, L is TP2 in (x1, i) ∈ R+ × {1, 2} and also it is readily seen that K is also
TP2 in (t1, x1) ∈ R+ × R+. By the general composition theorem of Karlin [17],

∫ +∞
0

K(t1, x1)L(x1, i)dx1

is TP2 in (t1, i) ∈ R+ × {1, 2}. The conclusion not being affected by the choice of t2 ≥ 0 and also by the

choice of s1 ≥ 0, thus
∫ t1

0 e+s1 x1G(x1,t2)dx1∫ t1
0 e+s1 x1 F(x1,t2)dx1

is non-decreasing in t1 ≥ 0, for all s1 ≥ 0 and for every t2 ≥ 0.

By Proportion 9 (i), it follows that X1,t1 ≥Lt Y1,t1 for all t ∈ R2
+. It is also acknowledged that X ≤w f r Y

implies that X2,t2 ≥Lt Y2,t2 . Hence the theorem’s proof is closed. □ □

In Theorem 7.D.5 of Shaked and Shanthikumar [33] it was established that X(t) ≥BLt Y(t) yields
Xi,ti ≥Lt Yi,ti , i = 1, 2. Therefore, Theorem 10 further concludes that if X(t) ≥BLt Y(t) for all t ∈ R2

+ then
X ≤wrhr Y. The converse implication is not, however, concluded and it may be questioned whether
X ≤wrhr Y leads to X(t) ≥BLt Y(t) for all t ∈ R2

+. We want to show that this result is also valid without
imposing any further assumption which will be an interesting observation strengthening the results of
Theorem 10.

Proposition 11. Suppose that X and Y are non-negative pairs having joint CDFs F and G with the
bivariate inactivity times X(t) = (X1,t1 ,X2,t2) and Y(t) = (Y1,t1 ,Y2,t2), respectively. Then X ≤wrhr Y
implies X(t) ≥BLt Y(t) for all t ∈ R2

+.

Proof. The proof obtains if we prove that LX(t)(s) ≤ LY(t)(s), for all s ∈ R2
+ and for all t ∈ R2

+. Since
X ≤wrhr Y thus by (3.5), X2,t2 ≥Lt Y2,t2 and, equivalently, 1− s2L∗X2,t2

(s2) ≤ 1− s2L∗Y2,t2
(s2), for all t ∈ R2

+

and for all s2 ≥ 0. This ordering condition is equivalent to

s2L∗X(t)
(s) − L∗X1,t1

(s1) ≤ s2L∗Y(t)
(s) − L∗Y1,t1

(s1), ∀ t ∈ R2
+, ∀ si ≥ 0, i = 1, 2. (3.11)
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The Eq (3.4) then fulfills the desired result. Let us develop that

L∗X(t)
(s) =

∫ t1
0

∫ t2
0

e+s1 x1+s2 x2 F(x1, x2)dx2dx1

e+s1t1+s2t2 F(t1, t2)

= e−s1t1

∫ t1

0
e+s1 x1


∫ t2

0
e+s2 x2 F(x1, x2)dx2

e+s2t2 F(x1, t2)

 F(x1, t2)
F(t1, t2)

dx1

= e−s1t1

∫ t1

0
e+s1 x1 L∗X2,t∗2

(s2)
F(x1, t2)
F(t1, t2)

dx1,

where X2,t∗2 = (t2−X2|X1 ≤ x1, X2 ≤ t∗2) which is the first component of the inactivity time X(t∗) in which
t∗ = (x1, t2). Moreover, L∗X2,t∗2

(s2) is the Laplace transform of X2,t∗2 , can be grasped by substituting (2.5)
by utilizing X2,t∗2 into (3.3). Let us write

∆X(t, s) = L∗X1,t1
(s1) − s2L∗X(t)

(s)

=

∫ t1
0

e+s1 x1 F(x1, t2)dx1

e+s1t1 F(t1, t2)
− s2

∫ t1
0

∫ t2
0

e+s1 x1+s2 x2 F(x1, x2)dx2dx1

F(x1, t2)

= e−s1t1

∫ t1

0
e+s1 x1(1 − s2L∗X2,t∗2

(s2))
F(x1, t2)
F(t1, t2)

dx1

= e−s1t1

∫ t1

0
e+s1 x1 LX2,t∗2

(s2)
F(x1, t2)
F(t1, t2)

dx1,

where LX2,t∗2
(s2) = E(e−s2X2,t∗2 ) for every s2 ≥ 0, and for every t2 ≥ 0 and also for all x1 ≥ 0. By doing

similar steps, we get

∆Y(t, s) = L∗Y1,t1
(s1) − s2L∗Y(t)

(s) = e−s1t1

∫ t1

0
e+s1 x1 LY2,t∗2

(s2)
G(x1, t2)
G(t1, t2)

dx1,

where Y2,t∗2 = (t2 − Y2|Y1 ≤ x1,Y2 ≤ t∗2) which is the first component of Y(t∗) in which t∗ = (x1, t2). Now
in this modified setting, if we show that ∆Y(t, s) ≤ ∆X(t, s), for all t, s ∈ R2

+ then (3.11) is secured. Note
that X ≤wrhr Y gives X2,t∗2 ≥Lt Y2,t∗2 for all x1 ≥ 0 and for every t2 ≥ 0. It thus follows that

X ≤wrhr Y implies LY2,t∗2
(s2) ≤ LX2,t∗2

(s2), ∀ x1 ≥ 0, ∀ t2, ∀ s2 ≥ 0.

Furthermore,

X ≤wrhr Y implies
G(x1, t2)
G(t1, t2)

−
F(x1, t2)
F(t1, t2)

≤ 0, ∀ x1 ≤ t1 ∈ R+, ∀ t2 ≥ 0.

Hence, it can be obtained that

∆Y(t, s) − ∆X(t, s) =
∫ t1

0
e−s1(t1−x1)

(
LY2,t∗2

(s2)
G(x1, t2)
G(t1, t2)

− LX2,t∗2
(s2)

F(x1, t2)
F(t1, t2)

)
dx1

≤

∫ t1

0
e−s1(t1−x1)LX2,t∗2

(s2)
(
G(x1, t2)
G(t1, t2)

−
F(x1, t2)
F(t1, t2)

)
dx1

≤ 0, for all t ∈ R2
+, for all s2 ≥ 0. □

□
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Theorem 10 and Proposition 11 on the whole concludes the following result as a characterization
property of the weak bivariate reversed hazard rate order using bivariate Laplace transform ordering of
inactivity time. The proof is simply obtained and hence we omit it.

Theorem 12. Let X and Y be two non-negative random pairs. Then

X ≤wrhr Y if, and only if, X(t) ≥BLt Y(t), i = 1, 2, for all t ∈ R2
+. (3.12)

The result we obtained in Theorem 10 is useful to characterize the weak bivariate reversed hazard rate
order of X and Y via the weak bivariate mean inactivity time order applied to ηs(X) = (es1X1 , es2X2) and
ηs(Y) = (es1Y1 , es2Y2) as two s-dependent random pairs on [1,+∞).

Theorem 13. Let X and Y be two lifetime random pairs with CDFs F and G, respectively. Then,

X ≤wrhr Y if, and only if, ηs(X) ≤wmit ηs(Y), for all s ∈ R2
+.

Proof. Firstly, we show that X ≤wrhr Y implies ηs(X) ≤wmit ηs(Y) for every non-negative pair s =
(s1, s2). If X ≤wrhr Y and if we denote ηs1(a) = e+s1a, a > 0 and ηs2(b) = es2b, b > 0, then since ηs1(a)
and ηs2(b) are increasing in a and b, respectively, thus it is not hard to conclude that ηs(X) ≤wr f r ηs(Y)
and, as a result of Proposition 6, ηs(X) ≤wmit ηs(Y). To prove the converse part of the theorem, assume
that ηs(X) and ηs(Y) have respective CDFs

Fηs(X)(u) = F(
1
s1

ln(u1),
1
s2

ln(u2))

and
Gηs(Y)(u) = G(

1
s1

ln(u1),
1
s2

ln(u2)),

where u = (u1, u2) and ui ∈ [1,+∞), i = 1, 2. If ηs(X) ≤wmit ηs(Y) for every non-negative s = (s1, s2)
then

m̃1,ηs(X)(u) =
∫ u1

1

F( 1
s1

ln(w1), 1
s2

ln(u2))

F( 1
s1

ln(u1), 1
s2

ln(u2))
dw1

=

∫ 1
s1

ln(u1)

0

s1es1 x1 F(x1,
1
s2

ln(u2))

F( 1
s1

ln(u1), 1
s2

ln(u2))
dx1

≥

∫ 1
s1

ln(u1)

0

s1e+s1 x1G(x1,
1
s2

ln(u2))

G( 1
s1

ln(u1), 1
s2

ln(u2))
dx1

= m̃1,ηs(Y)(u), for all ui ∈ [1,+∞), s ∈ R2
+ (4.3)

and, moreover,

m2,ηs(X)(u) =
∫ u2

1

F( 1
s1

ln(u1), 1
s2

ln(w2))

F( 1
s1

ln(u1), 1
s2

ln(u2))
dw2

=

∫ 1
s2

ln(u2)

0

s2e+s2 x2 F( 1
s1

ln(u1), x2)

F( 1
s1

ln(u1), 1
s2

ln(u2))
dx2
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≥

∫ 1
s2

ln(u2)

0

s2e+s2 x2G( 1
s1

ln(u1), x2)

G( 1
s1

ln(u1), 1
s2

ln(u2))
dx2

= m̃2,ηs(Y)(u), for all ui ∈ [1,+∞), s ∈ R2
+. (4.4)

Let us take ui = e+siti where ti ≥ 0, i = 1, 2, then the Eq (4.3) implies that for all s, t ∈ R2
+

L∗X1,t1
(s1) =

1
s1

m̃1,ηs(X)(es1t1 , es2t2) ≥ L∗Y1,t1
(s1) =

1
s1

m̃1,ηs(Y)(es1t1 , es2t2),

and, simultaneously, the Eq (4.4) for all s, t ∈ R2
+ gives

L∗X2,t2
(s2) =

1
s2

m̃2,ηs(X)(es1t1 , es2t2) ≥ L∗Y2,t2
(s2) =

1
s2

m̃2,ηs(Y)(es1t1 , es2t2)

Therefore, an application of Theorem 10 guarantees the desired result. □ □

Potential applications of stochastic orderings lie in the characterization of different reliability classes
of lifetime distributions (cf. Shaked and Shanthikumar [33]). Below, we give further descriptions of
some bivariate reliability notions in terms of the Laplace transform order of the inactivity time of X
and a characterization result for a bivariate decreasing reversed hazard rate (BDRHR) property.

The following class of bivariate distributions can be considered.

Definition 14. Let X be a random pair of lifetimes which has joint SF F, joint reversed hazard rate
function r ≡ (r1,X, r2,X). Then, X is said to have BDRHR property whenever F(t1+a1,t2+a2)

F(t1,t2) is non-
increasing in ti ≥ 0 (i = 1, 2) for every a = (a1, a2) ∈ R2

+ or equivalently if, ri,X(t1, t2) ≥ ri,X(t1+a1, t2+a2)
for all ti ≥ 0 and for every ai ≥ 0, i = 1, 2.

Note that X(a) = (X1 − a1, X2 − a2) where a = (a1, a2) ∈ R2
+ has CDF F(t1 + a1, t2 + a2) at the

point t = (t1, t2). Thus, from Definition 14, the distribution of X belongs to BDRHR class if, and only
if, X(a) ≤wrhr X, for all a ∈ R2

+. Let us denote by (X(a))(t) the bivariate inactivity time of X(a). It
is straightforward to see (X(a))(t) and X(t+a) are identical in distribution. From Theorem 12, it thus
follows that X has BDRHR property, if, and only if,

X(t+a) = (t1 + a1 − X1, t2 + a2 − X2|X1 ≤ t1 + a1, X2 ≤ t2 + a2)
≥BLt (t1 − X1, t2 − X2|X1 ≤ t1, X2 ≤ t2) = X(t), for all t, a ∈ R2

+,

which, equivalently, holds if

LX(t+a)(s) ≤ LX(t)(s), for all t, a, s ∈ R2
+,

i.e., X has BDRHR property if, and only if, LX(t)(s) is non-increasing in t for all s ∈ R2
+. From

Theorem 10, it is realized that X has BDRHR property if, and only if,

Xi,ti+ai = (ti + ai − Xi|X1 ≤ t1 + a1, X2 ≤ t2 + a2)
≥Lt (ti − Xi|X1 ≤ t1, X2 ≤ t2) = Xi,ti , for all ti, ai ∈ R+, i = 1, 2,

which means that

LXi,ti
(si) (resp. L∗Xi,ti

(si)) is non-increasing (resp. non-decreasing) in ti, i = 1, 2.

It is eventually concluded that the BDRHR property of a bivariate lifetime distribution is characterized
by the decreasing property of conditional and bivariate Laplace transform associated with the bivariate
inactivity time X(t) in terms of t = (t1, t2).
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4. Conclusions

In this paper, two existing characterizations of the reversed hazard rate order using the Laplace
transform order and the mean inactivity time order in univariate cases in literature have been developed
to bivariate cases. There is another aspect to bivariate distributions compared to univariate distributions,
which is the dependence structure of a random pair with a bivariate distribution. The results
obtained in this work confirm that the dependence structure in random pairs does not matter when
the characterizations are made in bivariate cases. Considering bivariate inactivity times of a random
pair of lifetimes instead of inactivity times of single random lifetime is significant in the context of lost
lives, as the former provides an extended framework for the latter to be evaluated in a similar setting
where lifetimes are influenced by each other and give rise to some dependencies.

Future studies may determine possible generalizations of the characterization results in multivariate
cases. The concept of inactivity time could be defined for random lifetime vectors where the
dimensions of the lifetimes exceed two. Then using the multivariate Laplace transform and applying
it for comparison of inactivity time in higher dimensions we may be able to characterize multivariate
reversed hazard rate order and/or multivariate notions of lifetime distributions.
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