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Abstract: In recent years, compressive sensing (CS) problem is being popularly applied in the fields of
signal processing and statistical inference. The alternating direction method of multipliers (ADMM)
is applicable to the equivalent forms of basis pursuit denoising (BPDN) in CS problem. However,
the solving speed and accuracy are adversely affected when the dimension increases greatly. In this
paper, a new iterative format of proximal ADMM, which has fast solving speed and pinpoint accuracy
when the dimension increases , is proposed to solve BPDN problem. Global convergence of the new
type proximal ADMM is established in detail, and we exhibit a R— linear convergence rate under
suitable condition. Moreover, we apply this new algorithm to solve different types of BPDN problems.
Compared with the state-of-the-art of algorithms in BPDN problem, the proposed algorithm is more
accurate and efficient.

Keywords: new type proximal ADMM; global convergence; R— linear convergence rate; BPDN
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1. Introduction

Compressive sensing (CS) problem is to recover a sparse signal X from an undetermined linear
system AX = b, where X € R", A is the sensing matrix and A € R™" (m < n), b is the observed signal
and b € R". A fundamental decoding model of CS problem is the following basis pursuit denoising
(termed as BPDN) problem:

o1
min {|Ax = b5 + gl (1.1)
where u (> 0) is a parameter, and the norm || - ||; and || - ||, denote the Euclidean 1-norm and 2-norm,

respectively.
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Recently, a lot of numerical algorithms about BPDN problem have been extensively developed. In
fact, the BPDN problem can be equivalently converted into a separable convex programming by
introducing auxiliary variable. Thus the numerical methods, which can be used to solve the separable
convex programming, are applicable to BPDN problem, such as the alternating direction method of
multipliers and its linearized version [1-4], the Peaceman-Rachford splitting method (PRSM) or
Douglas-Rachford splitting method (DRSM) of multipliers [5—8], the symmetric alternating direction
method of multipliers [9], etc. Yang and Zhang [1] investigate the use of alternating direction
algorithms for several ¢;-norm minimization problems arising from sparse solution recovery in CS,
including the basis pursuit problem, the basis-pursuit denoising problems, and so on. Yuan [2]
presents a descent-like method, which can obtain a descent direction and an appropriate step size and
improve the proximal alternating direction method. Yu et al. [5] apply the primal DRSM to solve
equivalent transformation form of BPDN problem. He and Dan [6] furtherly study the multi-block
separable convex minimization problem with linear constraints along the way by the primal
application of DRSM, and present the exact and inexact versions of the new method in a unified
framework. Compared to the DRSM, the PRSM requires more restrictive assumptions to ensure its
convergence, while it is always faster whenever it is convergent. He and Liu et al. [7] illustrate the
reason for this difference, and develop a modified PRSM for separable convex programming, which
includes BPDN problem as a special case. Sun and Liu [8] develop a generalized PRSM for BPDN
problem, of which both subproblems are approximated by the linearization technique. He et al. [9]
obtain the convergence of the symmetric version of ADMM with step sizes, where step sizes can be
enlarged by Fortin and Glowinski’s constant. On the other hand, BPDN problem can be equivalently
transformed into an equation or variational inequality problem by splitting technique [10-15], which
can be solved by some standard methods such as conjugate gradient methods, proximal point
algorithms and projection-type algorithms. Xiao and Zhu [10] transform BPDN problem into a
convex constrained monotone equation, and present a conjugate gradient method for the equivalent
form of the problem. Sun and Tian [11] propose a class of derivative-free conjugate gradient (CG)
projection methods for nonsmooth equations with convex constraints, including the BPDN problem.
Sun et al. [12] reformulate BPDN problem as variational inequality problem by splitting the decision
variable into two nonnegative auxiliary variables, and propose a novel inverse matrix-free proximal
point algorithm for BPDN problem. Base on the same transformation of BPDN problem, Feng and
Wang [13] also propose a projection-type algorithm without any backtracking line search. Although
there are so many ways to solve the problem, it is still needed to improve the solving speed and
accuracy. In particular, as the dimension increases greatly, the solving speed and accuracy are
adversely affected. In the paper, we will establish a new iterative format of proximal ADMM, which
has closed-form solutions. The motivation behind this is for the better numerical performance when
the dimension increases. Furthermore, the linear rate convergence result for new algorithm is
established, which is also one of the most important motivations.

The rest of this paper is organized as follows. In Section 2, some equivalent reformulations of (1.1)
and related theories of (1.1), which are the basis of our analysis, are given. In Section 3, basing on a
special iterative format, we present a new type proximal ADMM, in which the corresponding
subproblems have closed-form solutions. The global convergence of new method is discussed in
detail. We establish a R—linear rate convergence theorem under suitable condition. In Section 4, some
numerical experiments on sparse signal recovery are given, and we compare the CPU time and the
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relative error among the Peaceman-Rachford splitting method of multipliers [8], the conjugate
gradient methods [11], the proximal point algorithms [12], the projection-type algorithms [13] and
our algorithm, and show that our algorithm is more accurate and efficient than other algorithms.
Finally, some conclusive remarks are drawn in the last section.

We end this section with some notations used in this paper. Vectors considered in this paper are
all taken in Euclidean space equipped with the standard inner product. The notation R™" stands for
the set of all m X n real matrices. For x,y € R", we use (x;y) to denote the column vector (x",y")7.
If G € R™" is a symmetric positive definite matrix, we denote by ||x|]|c = VxTGx the G-norm of the
vector x.

2. Equivalent reformulations of BPDN problem and preliminaries

2.1. Equivalent reformulations of BPDN problem

In this section, we first establish some equivalent reformulations to the BPDN problem via some
the related optimality theories.
It is obvious that the BPDN problem can be equivalently reformulated as the following optimization
problem [8]
min  3|Ax; = b5 + pllx.ll;
st. x1—x=0 2.1)
x1 €R', xeR.

Then the augmented Lagrangian function of the convex programming (2.1) can be written as

2
’

Lp(x1, %2, 2) 1= 01(x1) + 02(x2) — </1, X1 — X2> +§ ”Xl - X2| (2.2)

where A is the Lagrangian multiplier for the linear constraints of (2.1) and A € R",

1
01(x1) = §||AX1 — bl 62(x2) = plixally

By invoking the first-order optimality condition for convex programming, we can equivalently
reformulate problem (2.1) as the following variational inequality problem: finding vector
x* = (x];x5) € R" X R" and A" € R" such that

01(x1) = 01(x]) — (x1 —x))"A" 20, Vx; € R,
02(x2) = 6(x;) + (X2 = x5)TA* >0, Vx, € R, (2.3)
x;—x;=0.

Obviously, the system (2.3) is equivalent to the following problem: Find a vector w* € W such that
0(x) = 0(x) + (w—=w)TFW*) >0, Ywe W, (2.4)

where w = (x1;x2; ) € W =R X R" X R", 0(x) = 6,(x1) + 6,(x»), and

-1 0o 0 -I, X1
Fw) = A =0 0 I x| (2.5
x| — X I, -1, O A
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We denote the solution set of (2.4) by W*.
It is easy to verify that the mapping F(-) is not only monotone but also satisfies the following nice
property
W —w) (FW)—-Fw) =0, Yw,weW.

2.2. Preliminaries

To proceed, we present the following definition, which will be needed in the sequel.

Definition 2.1. For sequence vector u* = ’f,,ué, T e R (k = 1,2,--+), we define two new
functions y(u*) and 5(u").
(i) The function yr(u) = W1 (), Y1 (5), -+ ¥ ()", and
0, ﬁwA_k, .
i) =3 T (=12, m) (2.6)
lul" lf |M | > n2k

where k is positive integer, and C > 0 is a constant.
(ii) The function 5(u*) = u* — y(u®).

3. Algorithm and convergence

In this section, we present a new type proximal ADMM for solving (2.1) by a special iterative
format, and the global convergence of new method is also established in detail.
Algorithm 3.1.
Step 0. Select constants 8, y, e > 0, two positive semi-definite matrices R; € R”"(i = 1,2). Choose an
arbitrarily initial point w® = (x; x9; 2°) € R" X R" X R". Take

Nz if 0<y<1,
’7‘{1, if > 1. G-1)
Y
Setk = 0.
Step 1. By current iterate w¥, compute the new iterate W* = (x1 ; xg, %) via
£ € argmin, g Lp(xr, 2%, 49 + iy = 22
e argminx crn Lp(EE, x0, A9 + 31132 = A%, (3.2)

Ak = -y (x] - xz)

Step 2. If |[wf — W|| < &, then stop; otherwise, go to Step 3.
Step 3. Set wk*! = pi* + (1 — p)y(wr), where p € (0,7) and n is a constant defined in (3.1). Go to
Step 1.

In the following, we show that it is reasonable to use |[w* — W¥|| < & to terminate Algorithm 3.1.
Lemma 3.1. If w* = Wk, then the vector w* is a solution of (2.4).
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Proof. For x;-subproblem in (3.2), using the first-order optimality condition, for any x; € R", we

obtain
0 < 6i(x) = i) + (1 — T {-2" + B (8 ~ B)+Ri (3] - )

= 1001) = 1 (55 + (ry = #)T {2 + B0 — ) (8 - ) - B - %)
+Ry (& - xb))
= 61(x1) — ;&) + (x — &) (=2H)
+ (= BT - A - B - £ + (o - E)TRIE - 1),
where the first and the second equalities are by 2 = ¥ + yB(&* — ), i.e.,

01(x1) — 01(F5) + (x; — $)T(-25)
> () = TR = 28) + B — 270 — £) - 22y - )7 ( - 29, G-
For x;-subproblem in (3.2), similar to discussion above, one has
0 < 6y(x) — Oa(8) + (32 — R)T {1 = B(# = &) + Ro(3h — )
= 05(x2) = h(85) + (12 = $)T {45 = B(1 = 9) (& - &) + Ro(8 — )}

= 05(x2) — 62(R) + (x, — )T A
— (= )T {2 = A} + 0y — ) TRy (8 — ),

where the first and second equalities are by A* = ¥ + YRR = R), ie.,

-y

6>(x2) — O (B5) + (2 — BT > () — )R, — D) + (x, — )T (AF = b, (3.4)

For A-subproblem in (3.2), for any 4 € R", one has

. 1 . .
A=-AT(FF=%)=—-HT - 5. (3.5)
(% - &) %
By (3.3)-(3.5), we get
0(x) — O(Z5) + (w — WOTFWE) > (w — WOTGWF — wh), Yw e ‘W, (3.6)
where
Ry BI, -1,
G=| 0 R, 1‘771,, . (3.7
0 0 ﬁLI,,
Y

Combining w* = W* with (3.6), one has

0(x) — 0(F") + (w = WHTFW) 20, Ywe W. (3.8)
Substituting w* and £ in (3.8) with w* and x*, respectively, we obtain

0(x) — 0(x") + (w = wWTFWh) 20, Ywe W,

which indicates that w* is a solution of (2.4). O
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Remark 3.1. From Lemma 3.1, if Algorithm 3.1 stops at Step 2, then w¥ is a proximal solution of (2.4).

In the following, we assume that Algorithm 3.1 generates infinite sequences {w*} and {#*}. For
convenience, we define two matrices to simplify our notation in the later analysis.

Rl 0 0 Rl 0 0
-1
M = (0) IBIn (")' R, 101 , 0= 8 IBIVil—I— R, ?In . (3.9)
pln ol pl

The following lemma gives some interesting properties of the two matrices M, Q just defined. These
properties are crucial in the convergence analysis of Algorithm 3.1.

Lemma 3.2. If R, and R, are two positive semi-definite matrices, then we have
(i) Both matrices M and Q are positive semi-definite;
(i) The matrix Hy := 2Q — yM is positive semi-definite if 0 <y < 1;
(iit) The matrix H, := 2yQ — M is positive semi-definite if y > 1.

Proof. (i) For any w = (x;; x,; 4), one has
1
w Mw = |lxiiz, +Bllxll’ + Ixlf, + IB—)/IMII2 > 0.

So the matrix M is positive semi-definite.
The matrix Q can be written as

R, 0 O 0 O 0
0= 0 R, 0|+ 0 Bl, _%In =01+ 0.
1 1
0 0 O 0 —55 gzl
Obviously, the matrix Q; is positive semi-definite, and we have
wi Ow =Bx;x+ #ATA - ix;/l
> B3 %2+ 52 AT A= il
> fx; %+ g2 AT = Gl + g 40P
> Flxal?
>0,
where the first inequality is obtained by the Cauchy-Schwartz inequality, the second inequality follows

from the fact that a> + b* > 2ab,Va, b € R,, and the desired result follows.
(if) For the matrix H;. By a direct computation, it yields that

(2 —Y)R, 0 0
H1 = 2Q — ’)/M = 0 (2 - ’)/)(Bln + RZ) _%In
_1 2-y*
0 21, el
R, 0 0 0 0 0
=2-y»| 0 R, 0 |+|0 2-ypl —iln
0 0 0 o i, g
Y By
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=Q2-y)0: + 0s.

Obviously, by 0 < y < 1, the first part is positive semi-definite, and
A2
wiOsw =Q-y)Bx,x+ 2'87722 AT - %x;/l
> (2~ y)Bx]x + ;;zzm = 2wl 2
> (2 =Yg % + AT = (P + ZXIAP)
> (2 -Vl

>0,

and thus the desired result follows.
(iii) For the matrix H,. By a direct computation, it yields that

2y - DR, 0 0
Hy, =2yQ-M = 0 Qy-D@BL, +Ry) -1,
0 ~1I, Lr
By
R, 0 O 0 0 0
=2y - 1){ 0 R, O ]+ 0 Qy-1pIl, -I,
0O 0 O 0 -1, ﬂiyln

=2y - D01 + Q4.
Similar to discussion above, using y > 1, we obtain

wiQsw =Q2y—1)Bx;x + ﬂly/lT/l —-2x,1
> 2y = DBx]x + 5 AT A = 21x|llIAl
> 2y = DBy xa + g AT A= ByllxalP + gl
> (y = DBllxlP
> 0.

Combining this with the positive semi-definite of Q,, and the desired result follows.

Lemma 3.3. Let {wX} and {W*} be two sequences generated by Algorithm 3.1. Then we have

W = wH) MW =) > W =G, Yw' e W

Proof. From the definitions of M in (3.9) and G in (3.7), one has

G=M+M,

(3.10)
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_1y
0 g, 21,

where M =| 0 -BlI, =¥y |. By a direct computation, it yields that
0 0 0

)

< O(F5) — 6(x*) + (W* — wH)TF(WE)
< (W = wH)TGWr = wh)
= (WF = w)T MWK — Wk + W — w) T MWK — wh)
= (7 = w)T MW" = Wh) + BI(R) — x7) — (8 — )17 () —
— X[ - x) = (& - x)]T (- 2
= (W —w) MW =) + B = )T - )
- X - )T -2
= (W= w)TMW =) + 2 (2 = T4 -
- g =TI - 2
= (W = w) MW = W4 + S = AT - 2) - ZHIA¢ - 24P,

(3.11)

where the first inequality is by (2.4) with w* € W*, w* € W, since w* € W* C W, using (3.6) with
x = x" and w = w*, we have that the second inequality holds, the third equality follows from x| = x3,
and the four equality comes from the fact (£} — ) = #(/lk — 5. Applying (3.11), we get

1 -y
By?

1 ~ "
O = w)TMW* =) > == = AT - 2) + A% — 41,
Y

and one has

W = w)T MW — wh)

= (WE = WOT MW — %) + W = w) MWk — wh)

> (Wh = W) T MW — ) — L= 19T — 55 + S22 - AP

= [Iw* = WA,
where the second equality follows from the definition of matrix Q in (3.9), and the desired result
follows. =

Lemma 3.4. For any solution w* = (x]; x3; A*) of (2.4), the sequence (WX} generated by Algorithm 3.1
satisfies
llow* + (1 = p)w* = w'll3; < (W = w'lly, = pllW* = whiI7, (3.12)

where the matrix H is defined by
H = (n-pM, (3.13)

and n is defined in (3.1).
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Proof. From (3.1),if 0 <y < 1, then n = . A direct computation yields that

oG = wh) + (wWh = wHII3,
[Iw* = w I3, + 20(w* = w)TMOF = wh) + p?[IWF = whII5,

IA I

W = w3, = 20lW* = whI3, + p*[IW* — whIi3,
=k — W, - mw»—MWH”m + 2K — W, s
= W= willy, - (W - k)T(le + (py = PIM)(GV — wh) '
= W = wll, = OV = wH)Tp(y — p) M — wh))
— O = Wh)TpH, (1 — W)
< W= willy, = el = whIE s

where the first inequality follows from (3.10), the second equality follows from H; = 20 — yM in
Lemma 3.2 (ii), and the second inequality follows from the fact that the matrix H, is positive semi-
definite in Lemma 3.2.

Ify>1,thenn = % Similar to discussion (3.14), we can also obtain

oV = wh) + (Wr = wIE,

< Wt = wrllg, = 20l = WA + 2l = WA,
_ ko2 Pk k|12 201k 1 ok2
= lwh = willy = 2007 = willE, et TP " = willy,
= |Iwf = will3, — (W - Wk)T(sz +p(; - P)MOW* - wh) (3.15)
k %12 A~k k
= |w" =wil5, —
[ Iy = Pt = WA,
- 200 — )T Hy (= wh)
< Wk = wrllg, =l — WA

L-pym’

where the first equality comes from H, = 2yQ — M in Lemma 3.2 (iii), and the second inequality
follows from the fact that the matrix H, is positive semi-definite in Lemma 3.2.
The desired result follows by combining above. O

Remark 3.2. By the definition of 77 in (3.1), the matrix H in (3.13) is positive semi-definite.

Theorem 3.1. For any solution w* = (x7; x3; ") of (2.4), the sequence {w¥} generated by Algorithm 3.1
satisfies
W = Wil < W = 'l + (1 = p)IBW)lu- (3.16)

Proof. Since the matrix H in (3.13) is positive semi-definite, by (3.12), one has

W —willye = llow* + (1 = )W) = wly
= [lo(* = wh) + (W' = w*) + (o = DO = y(Wh))lln 3.17)
< o = wh) + W' = w)lly + (1 = ISl
< W = wHlly + (1 = eSOl -
Thus, the desired result follows. O
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Theorem 3.2. Assume that the matrix R, is positive definite. Then the sequence {wW*} generated by
Algorithm 3.1 converges to some w € ‘W*.

Proof. Using Definition 2.1, there exists a constant ¢; > 0 such that [|[s(wK)||y < ;—L Combining this
with (3.16), we obtain

k+1 _

1
Wt —willy < W =il + (1= p)er

< W =Wl + (1= p)er (3 + 72)
ST (3.18)
* k
<|w' = wlly + (1 = p)ct Yy 37
< wh = wlly + (1 = p)et Ty 50
where w* € W*. Since that the matrix R, is positive definite, it is easy to obtain that the matrix M is
positive definite. Combining this with (3.18), we have that {w*} is bounded.
Now, we break up the discussion into two cases.
Case 1. If there exists a subsequence {w*/} such that |[w% —w*||,; < (1=p)I6(W*)||, ie., [[WX —w*|| <
(1- p)clﬁ, Then {w*/} converges to w*. Since the series of positive terms =, 2—1,( is convergent, by
Cauchy convergence criterion, for any € > 0, there exists a positive integer m such that

1 1 1 €
—+— 4t — < — 3.19
2k k-1 2k = 2¢1(1 = p) ( )
as positive integer k, k; > m (k > k;). From lim;_,, wki = w*, for € > 0 above, there exists an integer J,
such that .
W = w¥lly < 5 (3.20)

Combining (3.19) with (3.20), for sufficiently large positive integer k,kj(k > k;), similar to
discussion (3.18), we obtain

k+1

1
W =Wl < W= willy + (1 = p)er o

- 1 1
< W = wlly + (1= p)er (% + 57)

, 1 1 1
< ”Wk" Wy + (1 = p)ey (2k %1 T k-)
€ €

which indicates that the sequence {w*} converges globally to the point w*.

Case 2. For any subsequence {w"} such that |[w — w*|[,; > (1 — pISW*)||ys, i€, W — Wy >
(1 = PN las-
Since {w*} is bounded, there exists constant ¢, > 0 such that |[w**! — w*|| < ¢,. By definition of w**! in

Step 3 of Algorithm 3.1, we have

oGV = wh) + (wWh = w3,

W —w + (1 = p)sWhII5,

(W = will = (1 = p)ISWOlla)? (3.21)
W = wiIIE, + (1 = eSO, = 2(1 = plIw ! = wllls(wo)l

W = wilIE, + (1 = ISl = 2(1 = p)eallSWOII.

v

v
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Combining this with (3.12), one has

Yo W = Wi

< P EoUwE = wilR, = Lok + (1 = p)w* = wH)IZ)

< 207 (1 = p)ea TiZo 1B = o7 (1 = p)* T ISR, (3.22)
+p7 Tzo (W = w2, = Wk = w¥llar)

< 2p7'(1 = p)erea TiZo 3 + o7 W0 = will,,

which together with the positive definiteness of H yields

]}im Wk = wk|| = 0, (3.23)
and one has

lim |l - ]| = 0, (3.24)

,}Lrgo lls — 2l = 0, (3.25)

]}im |A* = 4| = . (3.26)

By (3.23), we know that the sequence {i#*} is also bounded since {w*} is bounded. Thus, it has at least

a cluster point, saying w™ := (x{°; x3°; 4%), and suppose that the subsequence {W"} converges to w™.
By (3.26), one has limy,_,., || — A%|| = 0. Taking limits on both sides of

1
AK; Ak,' i Nk;
x'f - X = — Ak = 2k,
B
we have
o 0 _
xp —x3 =0.

Furthermore, taking limits on both sides of (3.3) and (3.4), and using (3.24)—(3.26), we obtain

01(x1) = 0;(x7) + (x1 — x°)T(=27) > 0, Vx; €R",

and
92()(,'2) - Qz(xg") + ()C2 - X;o)—r/loo >0, Vx, € R".

Therefore, (x{°, x3°, A7) € W*.
Since the series of positive terms ;- , % is convergent, by Cauchy convergence criterion, for any € > 0,
there exists a positive integer m such that

1 1 1 €
—+—+

< 27
ST B Tl PTG s (-27)

as positive integer k, k; > m(k > k;). By (3.23) and lim;_,, Wwh = w*, for € > 0 above, there exists an

integer /, such that
€ €
W — WLy < 3 [ — wlly < 3 (3.28)

AIMS Mathematics Volume 7, Issue 6, 10513—-10533.



10524

Combining (3.27) with (3.28), for sufficiently large positive integer k, k;(k > k;), similar to discussion
(3.18), we obtain

W = wlly < W= w=lly + (1 = p)era

< WA = wlly + (1= p)er (5 + 57)

< ||wk’—w°°||M+(1—p)c1(2ik+2,%_1+---+%)
< (W = Wy + (4 = wllay + (1= p)ey (% + g+ + 5
<$+5+5=¢

which indicates that the sequence {w*} converges globally to the point w*. The proof is completed. O

In the end of this section, we discuss the convergence rate of Algorithm 3.1. To this end, the
following assumptions is needed.
Assumption 3.1. For two sequences {(wW*} and {W"}, assume that there exist a positive constant o such
that, for wk, there exists w* € ‘W* such that

Iw* = wll < FIIVLWHII,
where 5 5
Li(w) := 61(x)) + ud(IR511) " x2 = (A4, x1 = x2) + 5llx1 = KB|1° + 518 = xall? (3.29)
+3llx = AR+ 3l — MR, + 34741 (4,2 =B - &),

and 6(||fc’§||1) denotes the subdifferential of the function ||x;||; at the point x/;
Lemma 3.5. Suppose that Assumption 3.1 holds. Then there exists a positive constant [i such that

k AkH

A~ k
(W —w'l| < alw" —Ww

Proof. From (3.2), we have
fc’; =(ATA+BI+R) AT+ A" + B + Rixb)
= (Bl +Ry)” (—,uc?(II ) = A+ B2 + Roxh) (3.30)
A= 2 — Bk
By (3.29) and (3.30), a direct computation yields that

_ (L. oL . dL
VLi(w) _(ﬂ’ﬁ’ﬁ)

AT(Ax; —b) = A* + B(x; — x’;) + Ri(x; — x’l‘)
=1 pdl k”l) + A5 = B — x) + Ro(xn — x4
— [ —yB(R} — £)]
(ATA +,6’I +R)[x1 —(ATA+BL+R)(ATb + A% + Bxb + R xM)]
= (BI + Ro)[x2 — (B + Ry)™! (—ﬂa(llfczlh) A+ BR} + Ryxy)]
- [/lk yﬁ(xl - X2
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ATA +ﬁI+R1 0 0 X1 —fc’l‘
= 0 ,BI+R2 0 Xg—)’eg

0 0 I)\a-X
= Q(W - Wk),
ATA + Bl + R, 0 0
where Q = 0 Bl + R, 0 |. Combining this with Assumption 3.1, we obtain
0 0 1

W' = wll < FIVLWHI = allOW* — WOl < I DlllIwF — #H].
Let 1 = o||Q||. Then the desired result follows. O

Theorem 3.3 Suppose that the hypothesis of Theorem 3.2 and Assumption 3.1 hold, and

%ﬂz <(m-pp < %ﬁz. Then the sequence {w*} generated by Algorithm 3.1 converges to a solution of
(2.4) R—linearly.

Proof. From Theorem 3.2. Without loss of generality, we assume that the sequence {w*} converges to
w* € W*. A direct computation yields that

Wt = w3, = llow* + (1 = p)yp(w") = wll},

= [lo(* = wh) + (W' = w*) + (o = DWW =y (W),

< (IO = wh) + W* = wH)lly + (1 = )ISWO)lIn)?

< 2l = wh) + (W = wIIE, + 2(1 = p)*[l6wWhII, (3.31)

< 2lwk = wrlly, = 2pl@* = w3, + 2(1 = p)*IBwII3,

< 2lwk = w3, — %IIW" = wil + 2(1 = p)IsWOII;,

< 2(1 = TR )[lwk — w2, +2(1 = pIISOWIR,.
where the second inequality follows from the fact that a® + b*> > 2ab,Va, b € R, the third inequality is
obtained by (3.12), the fourth inequality follows by Lemma 3.5, and the fifth inequality is by (3.13).
Since the sequence {w*} converges to w*, it follows that there exists a positive integer k, for all k > ko,

we obtain the following conclusions.
If [[w* — w*|lar < 2(1 = p)||6(WX)|lps. By Definition 2.1, the following holds

1
Wk —w*|l <231 —p)cli. (3.32)

If [[w* — w*|ly > 2(1 = p)|I6(WH)||p. Combining this with (3.31), we obtain

_(-pp k_ %2
-wIi3, 20="230)W =wlly - a1-pR s,

<2(1 - ) + 5.

[Iwk—w*|3, [Iwk—w*|I3, [Iwk—w*|3,
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Let 7 = 2(1 — ("E_f)p) +1. Then0 < # < 1 by gﬂz < (n - p)p < (2. Therefore, we have

VEIWE — ||y
VEIWT =

< \/¥k—k0+l||wk0 _ W*HM

<0 ﬁk.

where ¢, is positive constant, i.e., [[w* — w*||y < ¢ V3! \/gk. Combining this with (3.32), one has

||Wk+1 *

IAIA

IW* = w*llp < c3 max{ 2k, vk,

where c; is positive constant, and thus the desired result follows. O
4. Numerical results

In this section, we provide some numerical tests about BPDN problem to show the efficiency of
method proposed in this paper. All codes are written by MATLAB 9.2.0.538062 and performed on a

Windows 10 PC with an AMD FX-7500 Radeon R7,10 Computer Cores 4C+6G CPU, 2.10GHz CPU
and 8GB of memory. In experiment, we set ¢ = 0.001, and the measurement matrix A is generated by
MATLAB scripts:

[O,R] = gr(A’,0);A = Q"
The original signal X is generated by p = randperm(n); x(p(1 : k)) = randn(k, 1).
To simplify calculations of (3.2), we set Ry = 71, — AT A, where T > 0 is a constant. Combining this
with the first equality in (3.30), one has

. 1
= ﬁ(ak +1xf + Bk — gh), (4.1)
where g¥ = AT(Ax} - b).
For the second equality in (3.30), we set R, = 0, then

1
=5 - Bﬂ" - %c%llfcélll). (4.2)

The subdifferential of the absolute value function |# is given as follows

-1 if <0,
o) =4 [=1,1] if =0,
1 if 1>0.

Combining this with (4.2), fori = 1,2,--- ,n, we obtain

&k - —/lk), +5 Eoif (&% - —/l")l -
O if Ix" /l") | < “

(&) =A% =5 if (&) ——/1"), > “

ad
B

()i

(shrmk% (Ea Z,/lk))i ,
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where shrink,.(x) is the soft-thresholding operator defined as

shrink.(k) := k — min{c, |k|}|—:l, Vk € R,

and ¢ > 0 is a constant. In addition, when & = 0, k/|k| should be taken 0. Therefore, we have the
following formula to calculate fc’; 1.e.,

1
= shrink%(fc’f -~ B/l"). (4.3)

Applying (4.1) and (4.3), then (3.2) in Algorithm 3.1 can be written as follow

= /#(/1" +7xk + Bs — g,
&5 = shrinku (2 - 529, (4.4)
A= 2k — (5 - ).

For any methods, the stop criterion is

1fe = fill
[l fi1l

where f; denotes the objective value of (1.1) at iteration x;.
In each test, we calculate the relative error

<1078,

xk+l _ =z
RelErr = u
1]

where X denotes the recovery signal.

4.1. Test on additive Gaussian white noise

In this subsection, we apply Algorithm 2.3 in [11] (DFCGPM), Algorithm 2 in [12] (IMFPPA) and
Algorithms 3.1 in this paper to recover a simulated sparse signal of which observation data is corrupted
by additive Gaussian white noise, respectively. We set n = 212, m = 2!° k = 27, and some parameters
about tested algorithms are listed as follows:

Algorithms 3.1: 5 =0.2,u =0.01,y = 19,7 =0.5;
IMFPPA: p = 0.01,y =0.01,7 = 0.2;
DFCGPM: C=1,r=0,n=1,p0=04,0 =0.01,y = 1.9.

The original signal, the measurement and the reconstructed signal(marked by red point) by
Algorithm 3.1, DFCGPM and IMPPA are given in Figure 1. Obviously, from the first, third, fourth
and the last subplots in Figure 1, all elements in the original signal are circled by the red points, which
indicates that the three methods can recover the original signal quite well. Furthermore, we record the
number of iterations (abbreviated as Iter), the CPU time in seconds (abbreviated as CPU Time), the
relative error (abbreviated as RelErr) of the three methods. Figure 1 indicates that Algorithm 3.1 have
higher accuracy than IMPPA method, and Algorithm 3.1 is also always faster than DFCGPM and
IMPPA methods. Thus, Algorithm 3.1 is an efficient method for sparse signal recovery.
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Original signal
I I I I I I

T
0 | Ll H | IIM l |‘ { ] l.II lll | “| ||t| | I - J.i JLI I] L ]. 1 II\ |
S |11 S § A T fLALL | L) B
s 1) |
| | | | | | | |
500 1000 1500 2000 2500 3000 3500 4000
Noisy measurement
05 F T T T
0 rl‘ it
-05 - | | | | | | | | | |
100 200 300 400 500 600 700 800 900 1000

Algorithm 3.1(RelErr=4.32%.lter=132.Time=1.56s)
\ T \

\
oL o @ P qp

500 1000 1500 2000 2500 3000 3500 4000

IMFPPA(RelErr= 4.52%, Iter=117,Time=7.48s)
T T T

NS

500 1000 1500 2000 2500 3000 3500 4000
DFCGPM(RelErr= 3.82%,Iter=454, Time=8.84s)
\ \ T

500 1000 1500 2000 2500 3000 3500 4000

Figure 1. Signal recovery result.

4.2. Compared from different k-Sparse signal (n = 2'2,m = 21°)

In this subsection, Algorithm 3.1 proposed in this paper is compared with IMFPPA [12],
DFCGPM [11], Algorithm 3.1 in [8] (PPRSM) and Algorithm 3.1 in [13] (LAPM) from the CPU
Time and the RelErr, where some parameters about PPRSM and LAPM are listed as follows:
PPRSM: vy =0.2,0 =0.1;

LAPM: g8 =0.25,7 = 0.6.

All algorithms have run 5 times, respectively, and the average of the the CPU Time and the RelErr
are obtained. The numerical results are listed in Table 1. From the Tablel, It is obvious that the CPU
time of Algorithm 3.1 is less than other algorithms in different k-Sparse signal whether it is Free noise
or Gaussian noise, which shows that Algorithm 3.1 is faster. In addition, we find that the accuracy of
algorithm 3.1 are also better than other algorithms. So, Algorithm 3.1 is a more efficient method for
different k-Sparse signal recovery.
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Table 1. Compared Free noise with Gaussian noise from different k-Sparse signal
(Subsection 4.2).
No noise Gaussian noise
k-Sparse signal Methods CPU Time RelErr CPU Time RelErr
80 Algorithm 3.1 1.0937 3.3782 1.1250 3.4187
IMFPPA 4.6253 4.1837 4.7031 4.7528
DFCGPM 4.9585 3.8375 5.2744 3.8501
PPRSM 7.2164 4.6751 7.5363 4.6751
LAPM 12.8906 4.5521 13.4894 4.5095
120 Algorithm 3.1 1.4531 3.0063 1.4688 3.1883
IMFPPA 6.8872 4.9351 7.2431 5.2315
DFCGPM 7.1964 3.5026 7.2173 3.8449
PPRSM 8.3361 4.3693 8.5913 4.3559
LAPM 13.2656 4.1577 14.7813 44311
140 Algorithm 3.1 1.6719 3.8609 1.7813 3.7207
IMFPPA 7.1722 5.1312 8.8313 4.8873
DFCGPM 7.6563 3.9326 8.3519 4.4939
PPRSM 8.9961 4.5807 9.1320 4.5431
LAPM 14.1875 4.8401 15.6406 4.9417
160 Algorithm 3.1 1.9844 4.4808 2.1875 4.3251
IMFPPA 8.2192 4.9317 9.2268 49718
DFCGPM 8.3548 3.7487 8.8897 4.4939
PPRSM 9.4201 4.6442 9.8942 4.4337
LAPM 16.3594 4.9220 17.6375 4.9417

4.3. Compared with DFCGPM and IMFPPA in Different Dimensions

In this subsection, Algorithm 3.1 proposed in this paper is compared with DFCGPM [11] and
IMFPPA [12] from aspects of the CPU Time and the RelErr in different dimension, where some
parameters about DFCGPM and IMFPPA are given in Subsection 4.1. We set m = 7,k = 35 and no
additive Gaussian white noise. All algorithms have run 5 times, respectively. The average of the CPU
Time and the RelErr are obtained. Some numerical results are listed in Table 2, where the IMFPPA
and DFCGPM are difficult to solve the problem in our computer when n > 10, 000 since our computer
configuration constraints, and it is also drawn in Figure 2. The numerical results in Table 2 and
Figure 2 indicates that: The CPU Time and RelErr of Algorithm 3.1 are less than that of the other two
tested methods, which shows that Algorithm 3.1 is more effective for large scale problem. Thus,
Algorithm 3.1 is very suitable for solving large-scale problems.

AIMS Mathematics
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Table 2. Compared with DFCGPM method and IMFPPA method from results (Subsection

4.3).
Dimension (n) Algorithm 3.1 IMFPPA DFCGPM
CPU Time RelErr(%) CPU Time RelErr(%) CPU Time RelErr(%)

1024 0.0625 2.6592 0.6250 4.2036 1.1205 2.9219
2048 0.2813 3.6120 2.3281 4.0544 2.1701 3.6048
3072 0.7188 3.2769 3.7188 4.2890 5.2639 3.1776
4096 1.5313 3.2059 7.6563 4.8450 9.7066 3.6737
5120 2.4688 3.3400 12.6094 4.7120 13.0390 4.2521
6144 3.6094 3.5239 16.8594 4.8617 16.3323 4.7696
7168 4.3594 3.4662 22.7031 5.0325 24.6479 3.3939
8192 6.1153 3.2848 29.1563 4.8082 32.3971 3.5910
9216 7.7188 3.4343 39.4844 49214 41.6752 3.8263
10238 9.5469 3.6712 - - - -
11262 10.4688 3.4449 - - - -
12286 12.6875 3.2772 - - - -
13310 14.2969 3.3361 - - - -
14334 17.5313 3.2459 - - - -

Compare with DFCGPM and IMFPPA in CPU Time

—#— Algorithm 3.1
—&— IMFPPA
—&— DFCGPM

=
(=
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CFU Time
B

%

— —*—‘_*___*-_-_

; e e——— i )
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Demension
Compare with DFCGPM and IMFPPA in RelErr

e

—#— Algorithm 3.1
—&— IMFFPA
—&— DFCGPM

e
Wy
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Demension

Figure 2. Compared with DFCGPM and IMFPPA in CPU Time and RelErr (Subsection 4.3).
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5. Discussion

The method proposed in this work has several possible extensions. Firstly, it could be numerically
beneficial to tune the parameter, and thus it is meaningful to investigate the global convergence of the
proposed method with adaptively adjusted parameter. Secondly, we may establish global error bound
for (1.1) just as was done for generalized linear complementarity problem in [16—18], and may use the
error bound estimation to establish quick convergence rate of the new Algorithm 3.1 for solving (1.1).
This is a topic for future research.

Since the RNNM model is a convex program, we explore the possibility of the proposed algorithm
developed for BPDN model to solve the RNNM model from theoretical results and numerical
experiments. This will be our further research direction.

The Regularized Nuclear Norm Minimization (RNNM) model is defined as follows [19,20]:

miny  3IAX) = bIF + plIX].,

where u > 0 is a parameter, b € R™ is an observed vector, A : R — R™ is a known linear
measurement map defined as

AX) = [tr(XTAD), tr(XTA®), - -, tr(XTA)]T.

Here, A? fori = 1,2, --,m is denoted as a matrix with size n; X n,, and #r(-) is the trace function,
the norm || - || denote the Euclidean nuclear norm.

6. Conclusions

In this paper, by choosing a special iterative format, we have developed a new iterative format
of proximal ADMM, which has closed-form solutions. Thus, it has fast solving speed and pinpoint
accuracy when the dimension increases. It makes new algorithm very attractive for solving large-scale
problems. The global convergence of new method is discussed in detail. Furthermore, the linear rate
convergence result for new algorithm is established. Some numerical experiments on sparse signal
recovery are given, and compared with the state-of-the-art of algorithms in [8, 11-13], the method
proposed in this paper is more accurate and efficient.
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