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1. Introduction

Parameter identification is a major branch of inverse problem research. Its main task is to utilize all
or part of the measured data to retrieve the unknown parameters in the system (see [7, 10, 14,21, 22]).
These unknown parameters often have extremely important impact on the evolution process of the
system.

In this paper, we consider the following semi-infinite heat conduction equation (see [8,23]):

uy = (@(ue)x = f(x),  (x,1) € (=1,+00) x (0, T],

Ul=—1 =0, 1€(0,T], (1.1)
Uli=o = @(x), x € [-1, +00), ’
u— 0, X — +oo,
where a(x) is a given smooth function satisfying
a(x) >ay >0, xe[-1,+00); alx)=ay, x€][0,+o0). (1.2)

The support sets of f(x) and ¢(x) are bounded and satisfy
supp{e(x)} C{x| -1 <x <0},


http://www.aimspress.com/journal/Math
http://dx.doi.org/ 10.3934/math.2022391

7027

supp{f(0)} Cc{x| —1<x<0}.

Without loss of generality, we assume f(0) = 0. The initial value function ¢(x) is known and satisfies
¢(—=1) = 0, while the source function f(x) is unknown. In this paper, we are interested in the inverse
problem of identifying the heat source f(x).

Model (1.1) comes from the heat conduction problem on some semi-unbounded domains. In
practical engineering problems, people often encounter heat transfer problems of large-scale
component, such as a long metal rod (rail), but the heat source in the components is completely
unknown. The only prior information we know is that the heat source only acts on a small area of the
component, and keeps to be zero in other areas. We need to use some additional conditions to
reconstruct the heat source in the system, which is the inverse problem we shall study.

The inverse source problem in heat conduction equation (see [15, 18]) is a classical problem in the
field of inverse problems. At present, most of the existing results focus on the case of bounded domain,
while the documents regarding the unbounded case are quite few. Model (1.1) describes the inverse
heat conduction problem on a semi-infinite rod. Theoretically, in order to guarantee the uniqueness of
the solution, we need to give all the temperature data of the system at¢t =T, i.e.,

u(x,T) =g(x), xel[-1,+00).

However, considering the feature of this paper, that is, the source function has compact support, it
seems that the measurement data on interval [—1, 0] is enough, because f(x) =0, x € [0, +00). So an
interesting question arises: Is the measurement data on [—1, 0] sufficient to guarantee the uniqueness
of the solution?

This problem is non-trivial. It should be noted that f(x) = 0, x € [0, +c0) does not ensure g(x) =
0, x € [0, +00). In fact, due to the thermal diffusion effect, it is impossible for g to be always zero on
[0, +0). So why the measurement data on [0, +00) is not necessary? Can the amount of measurement
data be greatly reduced? We try to give a affirmative answer to this problem.

The main ideas are as follows: Firstly, using the idea of artificial boundary, introducing artificial
boundary at x = 0, deriving the corresponding boundary conditions, transforming the original
unbounded problem into a bounded one, and then proving the uniqueness of the solution. The result
to be shown in the article is very interesting and significant, which lays a substantial theoretical
foundation for the design of related algorithms.

The inverse source problems of parabolic equations and parabolic coupled systems have attracted
much interest in these last years (see e.g., [1-3,5,6,9,11,12,16,20,24]). The main arguments in these
papers rely on the development of the maximum principle, and suitable Carleman estimates. Regarding
numerical methods for such inverse problems, we refer to [4,13,19,25-27]. The above systems are
considered to be defined in a bounded region. However, the documents treated with the unbounded case
are quite few regardless of theoretical or numerical analysis. To the best of our knowledge, we have
not find yet the works on uniqueness in determination of source term for semi-infinite heat conduction
equations.

This article is organized as follows: In Section 2, the uniqueness of the solution for the original
problem is proved. In Section 3, the inverse problem is transformed to an optimal control problem and
the necessary condition of the optimal solution is derived. The stability of the minimizer is proved in
Section 4.
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2. Uniqueness

In order to turn the original problem into a bounded one, we will use the artificial boundary method
(see [8]). The main idea is to introduce appropriate artificial boundary first, and then transform the
calculation on unbounded domain into that on bounded domain.

In this paper, we choose the following line segment

={(x,0)x=0,0<t<T}

as the artificial boundary. So the unbounded region Q := (-1, +0c0) x (0, T) is divided by X into two
parts: The unbounded region

O ={(x,)|0<x <400, 0<t< T},

and the bounded part
Qo={(x,0)] —1<x<0,0<t<T}

Due to the fact that ¢ and f are compactly supported in Qy, it is easy to see that on Qy, u(x, ) satisfies
the following semi-infinite problem:

u —aoyy =0,  (x,1) € Oy,
ul—g =0, 0<x< oo, 2.1
u—0, X — 400,

When u(0, 7) is given, the solution of Eq (2.1) can be expressed as follows (see [23]):

X ! 1 x?
M(X, t) = 2\/610_7'[L M(O, g)m exXp (—m)df (22)

Letting n = 2\/7—5)’ then (2.2) is transformed to
(0= f T w0 e (23)
u(x,t) = — u(0,t - > n. .
Differentiating (2.3) with respect to x, we have
ou x? o 2x
—(x,0) = e - d
5x( ) aoﬂt \/— f \;7 ( 4(10772) ( 4610772) 1
x? 2x
_ - d 2.4
\/_ f ( 4610’7 )e ( 4610’72) " .
where we have used u(0,0) = ¢(0) = 0. Letting = 2\/;0__5), e, &=1— 4a T—, We obtain
ou 1 [ 2
—(x, 1) = a0 gE. 2.5
ax(x ) “Var s ag( &) \/_ge o dg (2.5)
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Letting x — 0", we get

0
2 = (2.6)
0x =0 \/aoﬂ' \/ g
which is the exact artificial boundary condition we are looking for.
Combining (1.1) and (2.6), the forward problem can be stated as follows:
— (@(Xuy), = f(x), (x, 1) € Qo,
Uly=—q =0, te(0,T], 57
o = (), x€[~1,0], 7
u 1 u
o= Wogg(of) . G=4é. te(0,T].

Remark 2.1. Recall the definition of Caputo fractional derivative (see [17]), that is,

L WY (T)dT
I'n-a)Jy (t—1)enl’

SDYh(r) =

where n is a positive integer, and n — 1 < a < n is a positive real number. The Eq (2.7) can be
rewritten as

— (@(®uy), = f(x), (x,1) € Qo,
Mlx:—l = O’ re (07 T]’
u|t=0 = QD(X) X € [_I’OL
ol = —%glyu(o, ), t€(0,T],

where we have used F(%) = +/n. So the forward problem can be viewed as a heat conduction equation
associated with fractional order boundary condition.

Now, we consider the following inverse problem. Hereafter, we use the notation D to denote the
interval (-1, 0).

Problem P: Given the following additional condition:
u(x,T) = g(x), x€D, (2.8)
where g(x) is a known function, how to determine a pair of function (u, f) satisfying (2.7) and (2.8).

Lemma 2.1. For any p(x) € H'(D) which satisfies p(—1) = 0, we have the following estimate

fpzdxsflpxlzdx.
D D
2 dp )
= —d
p(x) ( f dE &

Proof. Notice that

dp
< - 1d
< ([ [ ‘f)
2
< 1d§- —= dfsflpxlzdx.
—1 D
Integrating on D, one can easily get the conclusion. O
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Suppose that (u;, f;), i = 1,2 are two pairs solution of system (2.7) which satisfy the condition (2.8).
Setting

U=u—u, F=fi—-f,
then U satisfies

- (a(x)Ux)x = F(x)a (x’ t) € QO»
Uli——1 =0, 1€(0,T],
Uli=o =0, x€ D, (2.9)
a _
and the homogeneous terminal condition
Ux,T)=0, xe€D. (2.10)

It can be easily seen that F(x) = 0, U(x,t) = 0 is a possible solution. If the homogeneous
systems (2.9) and (2.10) has only zero solution, then the uniqueness is proved.

Theorem 2.2. Any solution pair (F, U) to the inverse problems (2.9) and (2.10) is identically zero, i.e.,
the solution pair is unique.

Proof. Let V. = Ue™, where A is a parameter to be chosen later. Then V satisfies the following
equation:

—(a(x)Vy), + AV = F(x)e™ := G(x, 1), (x,1) € Qo,
V|x=—l = 0’ re (0’ T]’
Vlt:O = 09 X € D’ (211)
1 _

Silo =~ b (VOO + F 00| Gods 1eO.T),

V|t=T = 09 X € D.
Denote by

J— f [Mo o+ f)] "
Vaom Jo )3 Vi=§

Notice that

V(0,0)=0, V,(0,0)=F0)=0

So, one can easily get the following equality:

al,
dt

o’V
[z

[ —(0,8) + — (0, f)] e‘(‘f‘”#dg. (2.12)

x=0 \/ao_” N

Differentiating Eq (2.11) with respect to ¢, denoting by W = V, and using (2.12), we obtain the
following equation:

— (@)W, + AW = G,, (x,1) € Qo,
Wl—-1 =0, te(0,T],
Wli=o = G(x, 0) = F(x), x €D, (2.13)
W = —7= b [ AW, + GL0,6)] € —dé, 1€(0,T],
Wl=r = G(x,T) = F(x)e ™, x € D.
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Multiplying on both sides of (2.13) by W and integrating by parts, we obtain

f W2dx + f a|lW.|2dx — f (@W,. W), dx + A f W2dx = f WG, dx. (2.14)

Denote the third term in (2.14) by I,. Using the boundary conditions of (2.13), we have

- f (aW W), dx
D
—a(X)W Wli=o

I

- AE-n__ —
[/lW(O &) .0 5 s g)] mdg. (2.15)

We assert

T
f Ldt > 0. (2.16)
0

To prove this assertion, we introduce the following auxiliary function P(x,f) which satisfies the
following semi-infinite equation:

Pt_aOPxx-'_/lP:O’ (-x’t)te’

P|f:0:07 0Sx<00,
Pli—o = W(0,1), te(0,T], (2.17)
P -0, X — +00.

Similar to the previous derivation, one can easily check that P satisfies the following Neumann
boundary conditions
oP
0x

1 14 1
=— AW(0, — (0,8 | et ——ge. 2.18
» Toﬂj;[ 0,8 + g( &) — '3 (2.18)

Let us make some a-priori estimates for P. Let
Pi=P—-e"W() (2.19)
(For convenience, we abbreviate W(0, t) with W(t)). Then P, satisfies the following equation:

Py —aoPry + APy = e [(ao — DWW = W] == h(x,1),  (x,1) € Oy,
Pllt:OZO’ OSX<OO,
Pili=0 =0, t€(0,T],
P, -0, X — 400,

(2.20)

where we have used the fact W(0) = F(0) = 0. Let us multiply the Eq (2.20) by P; and integrate by
parts using the Cauchy inequality

1 +00 ! —+00
- f Pi(-, dx + f f ao| Py dxdt
2 0 0 JO
! +00 T +00
< (4+1) f f Pldxdt + f f hdxdt. (2.21)
0 JO 0 0
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Using the Gronwall inequality, we obtain

+00 T +00 T +00
max f P2, 1)dx + f f aolPyPdxdr < C f f Idxdt. (2.22)
0=i=T Jo 0o Jo 0o Jo

From (2.19) and (2.22), we know

T +00 T +00 T +00
f f P’dxdt < C f f hdxdt + f f W2(H)e **dxdt < C. (2.23)
0 0 0 0 0 0
Multiplying the Eq (2.17) by P and integrating on Q;, we obtain
1 +00 T —+00
- f P>(-, T)dx + f f aol P, dxdt
2 0 0 0
T +00 T +00
- f f (aoP,P),dxdt + A f f P*dxdt = 0. (2.24)
0 0 0 0
Combining (2.17)—(2.24), we obtain
T
f Ldt
0
T
AW(O0, £) + — (o g)] A0 d§} dt
I oo Gl

1 —+00
3 f P?(-, T)dx + f f ao| P[> dxdt + A f f P*dxdt. (2.25)
0

If fOT 0+°° aolPy|*dxdt = 0, then P(-,t) = 0, t € [0, T] which implies P(x,-) = W(0,-), x € [0, +o0).
Using the last asymptotic condition in (2.17), we get P(x, ) = 0, (x,1) € Q;. So fOT I,dt > 01is obvious.

If fOT 0+°° aolPy|*dxdt > 0, then from (2.23) we can always choose A < 0 to be sufficiently close to zero

such that
T +00 T +00
f f aol P> dxdr + A f f P?dxdt > 0. (2.26)
0 0 0 0

Therefore, in either case, the assertion (2.16) is true.
Now, let’s continue the proof of Theorem 2.2. Integrating the Eq (2.14) with respect to ¢ and
using (2.16), we have

1 1 T T
— f G*(,T)dx — = f G*(-,0)dx + ag f f |W.[dxdt + A f f W2dxdt
2 D 2 D 0 D 0 D
1 2 1 2 g 2 r 2
G( T)dx - = | G?*(-,0)dx + a|lW.[*dxdt + A W2dxdt
2 D 0 D 0 D
f f WG, |dxdt. (2.27)

Using the Cauchy-Schwarz inequality and Lemma 2.1, we derive from (2.27)

IA

IA
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% f G*(., T)dx—% f G*(-,0)dx + ag fo ' fD W2dxdt + 2 fo ' fD W2dxdt
lsz( T)dx—%sz( O)a’x+aof f|w |2dxdt+/lf szdxdt
f f \WG|dxdt

2 1 ’ 2
(ap + A) fo fD w dxdt+m fo fD |G, [Pdxdt,

1 1 1 T
— | G*¢,Tdx-= | G*,0)d <—f fG2d dr. 2.28
sz( )dx 2fD()x_4(aOM)0 Dltlx (2.28)

The above inequality can be rewritten as

f f [GGt /l)lG,lz]dxdtSO. (2.29)

G=Fxe™, G,=-1"YF(x),

IA

IA

IA

i.e.,

Noticing that

one can easily get from (2.29)

T
f f (4ayd + 55 F*(x)e M dxdt > 0. (2.30)
0 D

Choosing —%ay < A < 0 which satisfies (2.26), we have
4apd + 52° < 0. (2.31)
Combining (2.30) and (2.31), we get
F(x)= filx) — /(x) =0, a.e.inD.
This completes the proof of Theorem 2.2. O

Remark 2.2. The assertion (2.16) is very useful, which illustrates the well-posedness of the solution of
truncated problem (2.13). In fact, from (2.14) and (2.16), one can easily derive the following estimate:

max f W2dx + f IlezdxdtSC( f F?dx + f |Gt|2dxdt),
0<t<T D o D 0o

where C is a constant.

Remark 2.3. The boundedness of ||Pll12,) is indispensable in the derivation of (2.16). Since the
parameter A may be negative, it is difficult to guarantee the validity of (2.16) without (2.23). In fact,
if IPll;2,) — +o0, we can’t find a non-zero negative A to make (2.16) hold. Moreover, it should
be pointed out that the Poincaré type inequality such as Lemma 2.1 can not be applied to such case
because the domain in x-direction is infinite.

Remark 2.4. It is quite difficult to prove fo Ldt > 0 directly without constructing a suitable auxiliary
function. So far, we do not know whether there are other ways to prove the assertion.
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3. Optimal control problem

Although the solution of the original problem is unique, the problem P is ill-posed, that is, the
solution does not stably depend on the measurement data. Next, we consider the following optimal
control problem, which is indeed the regularized problem of the original one.

Construct the following control functional:

1
J(f) = 2 f lu(x, T f) = g(0)Pdx + % f |f(0)ldx, (3.1)
D D
where the observation data g(x) satisfies
g(x) € L*(D). (3.2)

Problem P1: Consider the following optimal control problem:

A

S = argmin J(f), (3.3)

feLX(D)
where u(x, t; f) is the solution to (2.7) for a given source f(x) € L*(D), and o > 0 is a regularization
parameter.

Theorem 3.1. Let f be the solution of the optimal control problem (3.3). Then for any k € L*(D),
there exists a triple of functions (u, v; f) satisfying the following system:

u; — (a(x)uy); = f(x), (x.1) € Qo
ulx:—l = O’ re (05 T]9
o = (), xeD, (3:4)
W ==l 20,6 g=de, te(0,Tl,
v, = (a(x)vy), = k(x) = f(x), (x.1) € Qo,
le:—l = 0’ re (09 T]9
V=0 = 0, x e D, (3.5)
B == 20,6 =z, te(0,T],
and
f [u(x, T; f) — g(O)v(x, T)dx + o f Fx)(k(x) — f(x))dx > 0. (3.6)
D D
Proof. For any k € L*(D), 0 < 6 < 1, we have
f5(x) := (1 = ) f(x) + 6k(x) € L*(D).
Then i
Js:=J(fs) = 3 f lu(x, T; f5) — g(x)|*dx + %f | f5(x)[*dx. (3.7)
D D
Let u; be the solution to the Eq (2.7) with given f = f;. Since f is an optimal solution, we have
dJs B DAL % 7
5 o fD[u(x, T;f)—gx)] 26 | dx + crfo(k fdx > 0. (3.8)
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Let iis := a =, direct calculations lead to the following equation:
(it): = (a(x)(#Hs).)x = k= f, (x, 1) € Qo,
ljt(‘}lx:—l = 09 te (Oa T]a
fiisli=o = 0, x €D, (3.9)
8| o= 7= |y 52 (0,6) =z, te(0,T].
Let v = ii5|5=0, then v satisfies
— @V = k- f, (x, 1) € Qo,
le:—l = Oa re (O’ T]»
V|=o = 0, x e D, (3.10)
ov 1
Combining (3.8) and (3.10), one can easily obtain that
IWWHﬁ—A@MLDM+GfﬂﬁW@—ﬂmw20
D D
This completes the proof of Theorem 3.1. O

4. Stability

In this section, we would like to discuss the stability of the optimal solutions.

Theorem 4.1. Suppose that g;(x) and g,(x) are two given functions which satisfy (3.2). Let f;(x) and
/f>(x) be the minimizers of the optimal control problem P1 corresponding to g; and g,, respectively.
Then we have the following stability estimate:

1
flfl — fildx < oy f g1 — galdx.
D 0 Jp
Proof. By taking k = f, when f=f and taking k = f; when f = f>in (3.6), we have
[ = giome D+ [ A - s> o @)
D D

f [u2(x, T) = g2(0)]v2(x, T)dx + o f L0)(fi(x) = f2(x))dx = 0. (4.2)
D D

where {u;,v;}(i = 1,2) are solutions of systems (3.4)/(3.5) with f = f; (i = 1,2), respectively.
From (4.1) and (4.1), one can derive

o f |fi — flPdx
D
f [1(x, T) — g1()]vi(x, T)dx + f [ur(x, T) — g2(0)va(x, T)dx
D D

IA

f (1 (x, T) — up(x, T)]vi(x, T)dx + f [ur(x, T) — g21[vi(x, T) + va(x, T)ldx
D

D
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+ f (&2 — gvi(x, T)dx. 4.3)
D

Setting
w—u=U, vi+v, =Y,

then U and V satisfy

Ut - (aUx)x = fl - f2’

le:—l = O, 44
Uli= =0, 4.4)
U _ 1 1 1

Sl = v o % 0.6) gdé,

Vi=(aVy. =0,

le:—l = 0’ P
Vlt:() = 07 ( . )
v _ 1 1% 1

Axlx=0 —  “aom .[(‘) 6_5 (O’ é:) ﬁdé‘

We assert that Eq (4.5) has only zero solution. In fact, multiplying on both sides of (4.5) with v and
integrating by parts, we have

1 T
— f V2(x, T)dx + f f a|V.|*dxdt
2 D 0 D

a) [T i\ 1 _
= V(0,1 fo 52 0,8 ﬂdfdt_o. (4.6)

Similar to the previous proof, it is easy to see that the third integral in the above equality is greater than
or equal to zero. So we get from (4.6) V, =0, (x,7) € D x[0,T]. Noticing that V|,-_; = 0, one can
easily get

V(ix,t)=0, (x,1) e Dx[0,T],

i.e.,
vi(x,t) = —=wm(x, 1), (x,1) e Dx[0,T]. “4.7)

Moreover, v, satisfies the following equation

vie = (@vic = Lo = fis

Vilx=—1 =0, 4.8)
vl't:() = 05 ’
)% _ 1 T oy 1
Frlico = _Wfo o (0,8) g=d¢.
By noticing (4.4) and (4.8) we have
Ux, 1) = —vi(x,1). 4.9)

Combining (4.3), (4.7) and (4.9) we have

o fD Ifi = flPdx
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< fU(x Tyvi(x, T)dx + f(gz —gvi(x, T)dx
< flvl(x T)Pdx+ > flvl(x T)Pdx+ > flgl gl dx
= 3 f vi(x, T)Pdx + 5 flgl &l dx, (4.10)
which implies
1
f'fl — folfdx < o f 181 — ga2dx. (4.11)
D o Jp
This completes the proof of Theorem 4.1. m|

Remark 4.1. It should be mentioned that the regularization parameter plays a major role in the
numerical simulation of ill-posed problems. From Theorem 4.1 we can obtain that if there exists a

constant 6 such that )

0
g1 — gl <6, and — — 0,
o

then the reconstructed heat source is unique and stable.
5. Conclusions

The calculation of parameter identification on unbounded domain is always a difficult problem in
the field of inverse problems. In the past, justified by the asymptotic property of the solution at infinity,
artificial boundary conditions are added, and then the calculation problem on unbounded domain is
transformed into the bounded case. It should be pointed out that such artificial boundary is often
transferred directly and has large error. For example, if u(x,7) — 0, x — +oo, then the artificial
boundary condition is often chosen as u(L, ) = 0, where L > 0 is a relatively large constant. If high
precision is needed, the truncation area, i.e., the parameter L should not be too small.

In this paper, we consider the inverse source problem on unbounded domains. Based on the priori
property of the source term, we introduce an appropriate artificial boundary and derive the exact
expression of the boundary condition. Compared with the common Dirichlet, Nuemann or Robin
boundary conditions (usually local), our boundary condition is nonlocal, i.e., it depends on all
previous states of the system. Then, we rigorously prove the uniqueness of the solution of the original
problem and the stability of the solution of the optimal control problem, which lays a solid theoretical
foundation for the future numerical simulation.
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