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#### Abstract

This paper extends the method of fundamental solutions (MFS) for solving the boundary value problems of analytic functions based on Cauchy-Riemann equations and properties of harmonic functions. The conformal mapping technique is applied to introduce the singularities of the approximate analytic functions and reconstruct the fundamental solutions. The presented method can naturally introduce the information of homogeneous boundary conditions and singularity properties, when the conformal mapping technique or the reconstructed fundamental solutions are used. The numerical examples show that the proposed method has the advantages of conciseness, reliability, efficiency, high accuracy and easy-using, respectively. The developed method can be used to solve the boundary value problems (BVPs) of analytic functions without considering single-valuedness, which simplify the numerical analysis.
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## 1. Introduction

It is known that the complex analysis plays an important role in the fields of science and engineering. An analytic function is composed by two real conjugate harmonic functions. Therefore, the problems involve harmonic and biharmonic equations e.g., electromagnetic fields, heat transfer, fluid flow, elastic and anti-plane fracture mechanics etc, can be studied in complex domain. Theodore and Lai [1] developed a method called complex variable boundary element method (CV-BEM), which
is different from the traditional boundary element method (BEM). It was discussed in the complex domain, and could be easily implemented to two-dimensional potential problems. Lavrentiev and Shabat [2] discussed the problems of heat transfer, fluid flow and fracture mechanics etc, in complex domain. Muskhelishvili [3] proposed an elegant complex analysis in elastic mechanics. The above literatures reveal that the complex analysis is a powerful tool in solving the boundary value problems (BVPs) of harmonic and biharmonic equations.

The method of fundamental solutions (MFS) is a true boundary meshless method for the BVPs. It merely depends on the discrete nodes on the boundaries, and has been used as an approximate solutions for BVPs of harmonic or biharmonic functions [4,5]. The MFS is different from BEM, which need integral on the boundaries. The MFS also has the advantages of less digital inputting and minor computational consumption over the other mesh type method, and is regarded as a competing method to BEM and finite element method (FEM).

The MFS is widely use to solved the BVPs of linear differential equations, which have fundamental solutions. The MFS has been successfully implemented to elastic problems [6-13], crack problems [14-16], wave and vibration problems [17-20], bending of plates [21, 22], fluid flows [23-26], heat transfers [27, 28], numerical conformal mappings [29-31] and inverse problems [32-34]. Additionally, the properties of stability and convergence of the MFS have been studied by many researchers. Dou and Zhang et al. [35] established the robust error and stability analysis for solving Laplaces equation. They provided a criteria for evaluating numerical techniques, and gave some strategies for choosing pseudo-boundaries. Kitagawa [36] gave an asymptotic evaluation for the stability of the MFS in the numerical solution of Laplace's equation based on the number of collocation points and developed a practical scheme to examine the stability of the method by singular value decomposition (SVD). Gaspar [37] built a simple multi-level method by using the gradient iteration, which could greatly reduce the computational complexity. Based on the MFS, Chen and Wang [38] developed a meshless boundary method called singular boundary method (SBM) with the source and collocation points being located on the physical boundary. Chen et al. [39] presented an extended meshfree method to treat the BVPs by a combination of particular and homogeneous solutions. Their numerical results revealed that this extended meshfree approach significantly improved the solution accuracy. The above citations are not intended to be exhaustive. One can be referred to Cheng and Hong et al. [40] for additional reviews. In their paper, they gave a excellent overview of the MFS on its solvability, uniqueness, convergence and stability. It can be concluded that fundamental solutions can be used in various forms for different purposes [40].

It is noted that the analytical solutions for analytic functions can not be found in many general cases. The numerical solutions of BVPs by real analysis have been studied much further than the ones by complex analysis. It is necessary to give the numerical solutions for the complex functions in an alternative way. Therefore, it is our purpose to develop a method by complex analysis based on the MFS. In this paper, we extend the MFS in solving the analytic functions by considering the Cauchy-Riemann equations and the properties of the harmonic functions. Additionally, the conformal mapping technique is also applied to deduce the singularities of the approximate analytic functions and reconstruct the fundamental solutions. The developed method can naturally introduce the informations of homogeneous boundary conditions and singularity properties by the conformal mapping technique and (or) the reconstructed fundamental solutions. The proposed method shares the merits of traditional MFS, and can be used to solve the BVPs of the analytic functions.

The rest of paper is organized as follows. In Section 2, the basic equations of analytic functions are given. The equations for complex analysis based the MFS is introduced in Section 3. The reconstructed fundamental solutions for the special cases are built by conformal mapping technique in Section 4. Four typical numerical examples are given and discussed to verify the validation of the developed method in Section 5. Some conclusions are drawn in the last section.

## 2. Basic equations of analytic functions

### 2.1. Analytic function and Cauchy-Riemann equations

The complex variable is composed of points of the form $z=x_{1}+i x_{2}$, where $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$ is the group of real variables in Cartesian coordinate and $i=\sqrt{-1}$. Let $w(z)$ be an analytic function defined in domain $S$. We can write $w(z)$ in terms of two functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ of real variables, which is

$$
\begin{equation*}
w(z)=\varphi(\boldsymbol{x})+i \phi(\boldsymbol{x}) . \tag{2.1}
\end{equation*}
$$

The functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ are called potential and stream functions, which can be widely used in the fields of electrostatics, fluid mechanics, torsion, etc [2]. The two functions in Eq (2.1) satisfy Cauchy-Riemann equations as follow

$$
\begin{equation*}
\frac{\partial \varphi}{\partial x_{1}}=\frac{\partial \phi}{\partial x_{2}}, \quad \frac{\partial \varphi}{\partial x_{2}}=-\frac{\partial \phi}{\partial x_{1}} . \tag{2.2}
\end{equation*}
$$

It is noted that the functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ are conjugate to each other, and either function could be directly determined by the other with the help of Cauchy-Riemann equations (Eq (2.2)). If the second partial derivatives exist and be continuous in $S$, the functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ satisfy Laplaces equations

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}\right) \varphi=0, \quad\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}\right) \phi=0 . \tag{2.3}
\end{equation*}
$$

Therefore, $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ are the harmonic functions in the domain $S$. By using the differential relation $\mathrm{d} z=\mathrm{d} x_{1}+i \mathrm{~d} x_{2}$, the derivative of the analytic function $w(z)$ can be written as

$$
\begin{equation*}
\frac{\mathrm{d} w}{\mathrm{~d} z}=\frac{\partial \varphi}{\partial x_{1}}-i \frac{\partial \varphi}{\partial x_{2}}=\frac{\partial \phi}{\partial x_{2}}+i \frac{\partial \phi}{\partial x_{1}} . \tag{2.4}
\end{equation*}
$$

It is noted that the derivative of the analytic function $w(z)$ of every order is analytic in the domain $S$. The integrals of $w(z)$ can be given by

$$
\begin{equation*}
\int w \mathrm{~d} z=\int\left(\varphi \mathrm{d} x_{1}-\phi \mathrm{d} x_{2}\right)+i \int\left(\varphi \mathrm{~d} x_{2}+\phi \mathrm{d} x_{1}\right) . \tag{2.5}
\end{equation*}
$$

In addition, there are generalized Cauchy-Riemann equations, which can be given in the following forms [2]

$$
\begin{equation*}
\frac{\partial \varphi}{\partial n_{n}}=\frac{\partial \phi}{\partial n_{s}}, \quad \frac{\partial \varphi}{\partial n_{s}}=-\frac{\partial \phi}{\partial n_{n}}, \tag{2.6}
\end{equation*}
$$

where $n_{n}$ and $n_{s}$ are the two unit vectors perpendicular to each other, and have the relationship of $n_{n}=i n_{s}$.

The corresponding derivative of $w(z)$ is [2]

$$
\begin{equation*}
\frac{\mathrm{d} w}{\mathrm{~d} z}=\frac{1}{n_{n}}\left(\frac{\partial \varphi}{\partial n_{n}}-i \frac{\partial \varphi}{\partial n_{s}}\right)=\frac{1}{n_{s}}\left(\frac{\partial \phi}{\partial n_{s}}+i \frac{\partial \phi}{\partial n_{n}}\right) . \tag{2.7}
\end{equation*}
$$

The Eqs (2.6) and (2.7) are useful in the following analysis of the boundary conditions.

### 2.2. Boundary conditions of analytic functions

Let simple continuous, piecewise smooth curves $L_{k}(k=1,2, \ldots)$, with no point of intersection, be the boundaries of domain $S$ in the complex domain. The total boundary is $L=\Sigma L_{k}$, and the boundary $L_{k}$ is defined by

$$
\begin{equation*}
L_{k}=\left\{t: t=x_{1}\left(L_{k}\right)+i x_{2}\left(L_{k}\right)\right\}, \tag{2.8}
\end{equation*}
$$

where $t$ is the point on the boundary $L_{k}$.
Consider a curve $L_{k}=L_{k}^{D}+L_{k}^{N}$ in the discussing plane $O-x_{1} x_{2}$ (as shown in Figure 1) contains the boundary $L_{k}^{D}\left(A_{k}^{D} B_{k}^{D}, k=1,2, \ldots\right)$ and the boundary $L_{k}^{N}\left(A_{k}^{N} B_{k}^{N}, k=1,2, \ldots\right)$. The positive direction of $L_{k}$ is defined that the domain keeps on the left side of it, with outward normal $n_{n}$ and the tangent $n_{s}$. Then, the positive direction of $n_{n}$ and $n_{s}$ are orientated with respect to the axes $O x_{1}$ and $O x_{2}$. We have

$$
\begin{equation*}
n_{n}=\frac{\mathrm{d} x_{2}}{\mathrm{~d} s}-i \frac{\mathrm{~d} x_{1}}{\mathrm{~d} s}, \quad n_{s}=\frac{\mathrm{d} x_{1}}{\mathrm{~d} s}+i \frac{\mathrm{~d} x_{2}}{\mathrm{~d} s}, \tag{2.9}
\end{equation*}
$$

where $\mathrm{d} s=\sqrt{\left(\mathrm{d} x_{1}\right)^{2}+\left(\mathrm{d} x_{2}\right)^{2}}$.


Figure 1. Boundary of $L_{k}^{D}$ and $L_{k}^{N}$.

If the function $w(z)$ in the domain $S$ has definite solution, the boundary conditions can be given as follows

$$
\begin{equation*}
2 \operatorname{Re}[w]=w(t)+\overline{w(t)}=w_{0}(t), \quad \text { on } \quad L^{D}, \tag{2.10}
\end{equation*}
$$

$$
\begin{equation*}
2 \operatorname{Re}\left[\frac{\partial w}{\partial n_{n}}\right]=\frac{\partial w(t)}{\partial n_{n}}+\overline{\left(\frac{\partial w(t)}{\partial n_{n}}\right)}=w_{n}(t), \quad \text { on } \quad L^{N}, \tag{2.11}
\end{equation*}
$$

or

$$
\begin{equation*}
2 \operatorname{Re}\left[\frac{\partial w}{\partial n_{s}}\right]=\frac{\partial w(t)}{\partial n_{s}}+\overline{\left(\frac{\partial w(t)}{\partial n_{s}}\right)}=w_{n}(t), \quad \text { on } \quad L^{N}, \tag{2.12}
\end{equation*}
$$

where $\operatorname{Re}$ is the real part operator, the superscript "-" represents the complex conjugate, $L=L^{D}+L^{N}=$ $\Sigma L_{k}^{D}+\Sigma L_{k}^{N}, w_{0}(t), w_{n}(t)$ and $w_{s}(t)$ are the given functions on the corresponding boundaries.

It is seen that there are two types of the boundary conditions. One is the function itself, and the other is the derivatives of the function. In general, the first type boundary of Eq (2.10) is called Dirichlet boundary, the other types in Eqs (2.11) and (2.12) are called Neumann boundaries. Since that the analytic function $w(z)$ is rigorously related to the harmonic function $\varphi\left(x_{1}, x_{2}\right)$, we can derive the substitutes of the boundary conditions in Eqs (2.10)-(2.12) as follows. From Eq (2.1), Eq (2.10) can be rewritten as

$$
\begin{equation*}
w(t)+\overline{w(t)}=2 \varphi_{0}(t), \quad \text { on } \quad L_{k}^{D}, \tag{2.13}
\end{equation*}
$$

where $\varphi_{0}(t)$ is the boundary value of function $\varphi\left(x_{1}, x_{2}\right)$.
After using Eq (2.4), we have

$$
\begin{equation*}
\frac{\mathrm{d} w(z)}{\mathrm{d} z}+\overline{\left[\frac{\mathrm{d} w(z)}{\mathrm{d} z}\right]}=2 \frac{\partial \varphi}{\partial x_{1}}, \quad \frac{\mathrm{~d} w(z)}{\mathrm{d} z}-\overline{\left[\frac{\mathrm{d} w(z)}{\mathrm{d} z}\right]}=-2 i \frac{\partial \varphi}{\partial x_{2}} . \tag{2.14}
\end{equation*}
$$

By considering Eqs (2.9) and (2.14), the function $\partial \varphi / \partial n_{n}$ on the boundary $L^{N}$ can be given as

$$
\begin{equation*}
\frac{\partial \varphi}{\partial n_{n}}=\frac{\partial \varphi}{\partial x_{1}} n_{n}+\frac{\partial \varphi}{\partial x_{2}} n_{s}=\frac{1}{2 i}\left[\frac{\mathrm{~d} w}{\mathrm{~d} z} \frac{\mathrm{~d} z}{\mathrm{~d} s}-\overline{\left(\frac{\mathrm{d} w}{\mathrm{~d} z}\right)} \frac{\mathrm{d} \bar{z}}{\mathrm{~d} s}\right] . \tag{2.15}
\end{equation*}
$$

Integrating Eq (2.15) on the boundary, we have the following boundary condition

$$
\begin{equation*}
w(t)-\overline{w(t)}=2 i \int_{A_{t}^{N}}^{t} \frac{\partial \varphi(t)}{\partial n_{n}} \mathrm{~d} s=2 i \int_{A_{t}^{N}}^{t} \varphi_{n}(t) \mathrm{d} s, \quad \text { on } \quad L_{k}^{N}, \tag{2.16}
\end{equation*}
$$

where $\varphi_{n}(t)$ is the given function on the corresponding boundary.
The function $\partial \varphi / \partial n_{s}$ on the boundary $L_{k}^{N}$ can also be given as

$$
\begin{equation*}
w(t)+\overline{w(t)}=2 i \int_{A_{t}^{N}}^{t} \frac{\partial \varphi(t)}{\partial n_{s}} \mathrm{~d} s=2 i \int_{A_{t}^{N}}^{t} \varphi_{s}(t) \mathrm{d} s, \quad \text { on } \quad L_{k}^{N}, \tag{2.17}
\end{equation*}
$$

where $\varphi_{s}(t)$ is another given function on the corresponding boundary.
It is obviously that the Eqs (2.13) and (2.17) are equivalent to each other, since that

$$
\begin{equation*}
\varphi(t)=\int_{A_{t}^{N}}^{t} \frac{\partial \varphi(t)}{\partial n_{s}} \mathrm{~d} s=\int_{A_{t}^{N}}^{t} \varphi_{s}(t) \mathrm{d} s \tag{2.18}
\end{equation*}
$$

on boundary $L_{k}^{N}$.

From Eqs (2.16) and (2.17), one can conclude that the boundary conditions of second type can be transformed to the ones of first type. Furthermore, the boundaries of two real conjugate functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ can also be given as

$$
\begin{equation*}
\varphi(t)=\varphi_{0}(t), \quad \phi(t)=\phi_{0}(t), \quad \text { on } \quad L^{D}, \tag{2.19}
\end{equation*}
$$

where $\phi_{0}(t)$ is the given boundary value of $\phi(\boldsymbol{x})$.
The Dirichlet boundary in Eq (2.10) only defines the real part $\varphi(\boldsymbol{x})$ of the function $w(z)$, and does not concern the imaginary part. Based on the generalized Cauchy-Riemann equations in Eq (2.6), the Dirichlet boundary of $\phi(\boldsymbol{x})$ could be given by the loosened boundary condition $\partial \phi(t) / \partial n_{s}$. Therefore, the alternative boundary condition of Eq (2.19) can be written in forms of

$$
\begin{equation*}
\varphi(t)=\varphi_{0}(t), \quad \frac{\partial \varphi(t)}{\partial n_{s}}=\frac{\partial \varphi_{0}(t)}{\partial n_{s}}=\frac{\partial \phi_{0}(t)}{\partial n_{n}}, \quad \text { on } \quad L^{D} . \tag{2.20}
\end{equation*}
$$

Additionally, the Neumann boundary can be given as follows

$$
\begin{equation*}
\frac{\partial \varphi(t)}{\partial n_{n}}=\frac{\partial \phi(t)}{\partial n_{s}}=\varphi_{n}(t), \quad \text { on } \quad L^{N} \tag{2.21}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial \varphi(t)}{\partial n_{s}}=-\frac{\partial \phi(t)}{\partial n_{n}}=\varphi_{s}(t), \quad \text { on } \quad L^{N}, \tag{2.22}
\end{equation*}
$$

### 2.3. The degree of the arbitrariness of the determined function $w(z)$

One can see that, the function $w(z)$ can only be determined by the real part based on the boundary in Eq (2.10). Hence, it is mentioned that the solution of function $w(z)$ could be determined apart from the terms of imaginary constants. If the boundaries are defined by Neumann boundaries in Eqs (2.11) or (2.12), the solutions will also be determined apart from a complex constant terms.

On the other hand, the treatment of loosened boundary of the second equation in $\mathrm{Eq}(2.20)$ reveals that the harmonic function $\phi(\boldsymbol{x})$ could also be determined apart from the term of real constant, which induces an imaginary constant in the function $w(z)$. Therefore, the Neumann boundaries of Eqs (2.21) or (2.22) will introduce a complex constant for the function $w(z)$. To determine the above constants, one can use a definite value of $w(z)$ to solve the constants, e.g., the value $w\left(z_{0}\right)$ is known at the point $z_{0}$. In most cases, the derivative $\mathrm{d} w(z) / \mathrm{d} z$ is more interested than the value of $w(z)$ itself, and the constants will not be concerned in analysis.

## 3. Interpolation equations for the MFS

In order to solve the BVPs of $w(z)$ defined by Eqs (2.13), (2.16) and (2.17), we can apply two approaches to given the approximate solutions of the analytic functions. For method 1, the analytic function $w(z)$ is decomposed into two real harmonic functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ to be solved. We call this method real functions of method of the fundamental solutions for analytic functions (RF-MFS). For method 2, we solve the analytic function $w(z)$ only depending on the real harmonic function $\varphi(\boldsymbol{x})$ by using the conjugate properties of the complex functions. We call this method conjugate analysis
of method of the fundamental solutions for analytic functions (CA-MFS). These two approaches (RFMFS and CA-MFS) have the merits that there are not such problems that the multi-values and branches to be considered. Therefore, it is convenient to be applied in single-connected and multiply-connected domain.

### 3.1. Basic formulas for RF-MFS

From the equations derived in Section 2, the boundary conditions of Eqs (2.13), (2.16) and (2.17) can be treated as the weak forms of the Eqs (2.3) and (2.20)-(2.22). Therefore, one can solve the harmonic functions $\varphi(\boldsymbol{x})$ or $\phi(\boldsymbol{x})$ in the real plane instead of solving the BVPs of the analytic function $w(z)$ in the complex domain.

The approximate solutions $\hat{\varphi}(\boldsymbol{x})$ and $\hat{\phi}(\boldsymbol{x})$ of the harmonic functions $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ in Eq (2.3) for the MFS read $[4,5]$

$$
\begin{equation*}
\hat{\varphi}(\boldsymbol{x})=\sum_{m=1}^{N} \alpha_{m} G\left(\boldsymbol{x}, \boldsymbol{x}_{m}^{\prime}\right), \quad \hat{\phi}(\boldsymbol{x})=\sum_{m=1}^{N} \beta_{m} G\left(\boldsymbol{x}, \boldsymbol{x}_{m}^{\prime}\right), \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{x}$ is the node in the discussed plane, and $\boldsymbol{x}_{m}^{\prime}(m=1,2, \ldots, N)$ is the source node on the fictitious boundary located outside the boundary $L . N$ is the number of the source nodes. $\alpha_{m}$ and $\beta_{m}$ are the real constants to be determined by boundary conditions, respectively. $G\left(\boldsymbol{x}, \boldsymbol{x}_{m}^{\prime}\right)$ is the fundamental solution for harmonic equation. It can be expressed by

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=-\frac{1}{2 \pi} \ln r, \tag{3.2}
\end{equation*}
$$

where $r=\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\|_{2}$, is the distance between nodes $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$.
Assume a multiply-connected domain $S$ with $n$ simple closed contours $L_{1}, L 2, \ldots, L_{n}$, and the contour $L_{0}$ contains all the closed contours which is shown in Figure 2. The contour $L_{k}(k=0,1,2, \ldots, n)$ is either Dirichlet boundary $L^{D}$ or Neumann boundary $L^{N}$, that is $L=\Sigma_{k=0}^{n} L_{k}=\Sigma L^{D}+\Sigma L^{N}$. The numbers of boundary nodes on contour $L_{k}$ are $M_{k}$, and the numbers of source nodes outside or inside $L_{k}$ are $N_{k}$. The total numbers of the boundary and source nodes are $M=\Sigma_{k=0}^{n} M_{k}$ and $N=\Sigma_{k=0}^{n} N_{k}$. By using the boundary condition of Eqs (2.20)-(2.22), the constants and could be solved by

$$
\begin{align*}
& \sum_{m=1}^{N} \alpha_{m} G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)=\varphi_{0}\left(\boldsymbol{x}_{j}\right), \quad \sum_{m=1}^{N} \beta_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{s}}=\frac{\partial \varphi_{0}\left(\boldsymbol{x}_{j}\right)}{\partial n_{n}}, \quad \text { on } \quad L^{D},  \tag{3.3}\\
& \sum_{m=1}^{N} \alpha_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{n}}=\varphi_{n}\left(\boldsymbol{x}_{j}\right), \quad \sum_{m=1}^{N} \beta_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{s}}=\varphi_{n}\left(\boldsymbol{x}_{j}\right), \quad \text { on } \quad L^{N}, \tag{3.4}
\end{align*}
$$

or

$$
\begin{equation*}
\sum_{m=1}^{N} \alpha_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{s}}=\varphi_{s}\left(\boldsymbol{x}_{j}\right), \quad \sum_{m=1}^{N} \beta_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{n}}=-\varphi_{s}\left(\boldsymbol{x}_{j}\right), \quad \text { on } \quad L^{N}, \tag{3.5}
\end{equation*}
$$

where $\boldsymbol{x}_{j}(j=1,2, \ldots, M)$ is the boundary node located on the boundary $L=L^{D}+L^{N}$. In the calculating system, the number $M$ of collection nodes should be no less than the number $N$ (the source nodes), that is $M \geq N$.


Figure 2. Boundary and fictitious nodes.

From Eqs (3.3)-(3.5), it is noted that there are two interpolation matrices (with $M$ nodes on the boundary $L$ ) to determine the constants $\alpha_{m}$ and $\beta_{m}$. After the constants being solved, the approximate solution $\hat{w}(z)$ can be given by the combination of $\varphi(\boldsymbol{x})$ and $\phi(\boldsymbol{x})$ as follow

$$
\begin{equation*}
\hat{w}(z)=\sum_{m=1}^{N} \alpha_{m} G\left(\boldsymbol{x}+i \sum_{m=1}^{N} \beta_{m} G\left(\boldsymbol{x}, \boldsymbol{x}_{m}^{\prime}\right) .\right. \tag{3.6}
\end{equation*}
$$

### 3.2. Basic formulas for CA-MFS

Since that analytic function has conjugate properties of Cauchy-Riemann equations, $w(z)$ can be determined by solving the harmonic function $\varphi(\boldsymbol{x})$ only. The formulas to solve $w(z)$ in CA-MFS merely depend on the first equation in Eqs (3.1) and (3.3)-(3.5), these are

$$
\begin{gather*}
\hat{\varphi}(\boldsymbol{x})=\sum_{m=1}^{N} \alpha_{m} G\left(\boldsymbol{x}, \boldsymbol{x}_{m}^{\prime}\right),  \tag{3.7}\\
\sum_{m=1}^{N} \alpha_{m} G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)=\varphi_{0}\left(\boldsymbol{x}_{j}\right), \quad \text { on } \quad L^{D},  \tag{3.8}\\
\sum_{m=1}^{N} \alpha_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{n}}=\varphi_{n}\left(\boldsymbol{x}_{j}\right), \quad \text { on } \quad L^{N}, \tag{3.9}
\end{gather*}
$$

or

$$
\begin{equation*}
\sum_{m=1}^{N} \alpha_{m} \frac{\partial G\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{m}^{\prime}\right)}{\partial n_{s}}=\varphi_{s}\left(\boldsymbol{x}_{j}\right), \quad \text { on } \quad L^{N} \tag{3.10}
\end{equation*}
$$

If the approximate solution $\hat{\varphi}(\boldsymbol{x})$ is solved, the function $\hat{w}(z)$ can be give by the theorem of the uniquely determined analytic function as follows. Let $L_{s}$ be a line segment of $\operatorname{Im} z=x_{2}^{p}$ in the analytic domain $S$. One can define an analytic function $\kappa(z)$ by

$$
\begin{equation*}
\kappa(z)=\varphi\left(z-i x_{2}^{p}, x_{2}^{p}\right)+i \phi\left(z-i x_{2}^{p}, x_{2}^{p}\right) . \tag{3.11}
\end{equation*}
$$

Consider $L_{s}=\left[x_{2}^{q}, x_{2}^{p}\right]$ in the domain $S$, and assume that there is a point $z_{0}$ on $L_{s}$, and let $l_{\min }=$ $\min \left\{\left|x_{2}^{q}-z_{0}\right|,\left|x_{2}^{p}-z_{0}\right|\right\}$. One can get a sequence of points $z_{k}(k=1,2, \ldots)$, which is $z_{1} \in\left(z_{0}-l_{\min } / 2, z_{0}+\right.$ $\left.l_{\min } / 2\right), z_{2} \in\left(z_{0}-l_{\min } / 3, z_{0}+l_{\min } / 3\right), \ldots, z_{n} \in\left(z_{0}-l_{\min } /(n+1), z_{0}+l_{\text {min }} /(n+1)\right)$. Therefore, the point $z_{k}$ converges to $z_{0}$, i.e $\lim _{n \rightarrow \infty} z=z_{0}$. Let $z_{k}=x_{1}^{k}+i x_{2}^{p},(k=1,2, \ldots)$, the function $\kappa\left(z_{k}\right)$ can be given by

$$
\begin{equation*}
\kappa\left(z_{k}\right)=\varphi\left(x_{1}^{k}+i x_{2}^{p}-i x_{2}^{p}, x_{2}^{p}\right)+i \phi\left(x_{1}^{k}+i x_{2}^{p}-i x_{2}^{p}, x_{2}^{p}\right)=w\left(x_{1}^{k}+i x_{2}^{p}\right)=w\left(z_{k}\right) . \tag{3.12}
\end{equation*}
$$

According to the theorem of the uniquely determined analytic functions, one have $w(z)=\kappa(z)$. If $x_{2}^{p}=0$, we can get

$$
\begin{equation*}
\varphi(\boldsymbol{x})+i \phi(\boldsymbol{x})=\varphi\left(x_{1}, 0\right)+\phi\left(x_{1}, 0\right)=\kappa\left(x_{1}\right) . \tag{3.13}
\end{equation*}
$$

We have $w\left(x_{1}\right)=\kappa\left(x_{1}\right)$ i.e $w(z)=\kappa(z)$.
As mentioned before, the derivative $\mathrm{d} w(z) / \mathrm{d} z$ is analytic in the domain $S$ since that $w(z)$ is analytic. Considering Eq (2.4), we can get

$$
\begin{equation*}
\frac{\partial \varphi(\boldsymbol{x})}{\partial x_{1}}-i \frac{\partial \varphi(\boldsymbol{x})}{\partial x_{2}}=\frac{\partial \varphi\left(x_{1}, 0\right)}{\partial x_{1}}-i \frac{\partial \varphi\left(x_{1}, 0\right)}{\partial x_{2}}=\kappa_{\xi}\left(x_{1}\right), \tag{3.14}
\end{equation*}
$$

where $\kappa_{\xi}\left(x_{1}\right)$ is the known function in the domain. We have $\mathrm{d} w(z) / \mathrm{d} z=\kappa_{\xi}(z)$. Consequently, the the function $w(z)$ can be determined by

$$
\begin{equation*}
w(z)=\int_{z_{0}}^{z} \kappa(y) \mathrm{d} y+i v, \tag{3.15}
\end{equation*}
$$

where $v$ is a real constant.
For any component of $\hat{\varphi}_{k}(\boldsymbol{x})$ expressed by Eq (3.7), it can be written as

$$
\begin{equation*}
\hat{\varphi}_{k}(\boldsymbol{x})=-\frac{\alpha_{k}}{4 \pi} \ln \left[\left(x_{1}-x_{k 1}^{\prime}\right)^{2}+\left(x_{2}-x_{k 2}^{\prime}\right)^{2}\right], \tag{3.16}
\end{equation*}
$$

where $k=1,2, \ldots, M, x_{k 1}^{\prime}$ and $x_{k 2}^{\prime}$ are the locations nodes on the fictitious boundary.
Therefore, the approximate solution of $\hat{w}(z)$ can be given as follow

$$
\begin{equation*}
\hat{w}(z)=-\frac{1}{2 \pi} \sum_{k=1}^{N}\left[\alpha_{k} \ln \left(z-z_{k}^{\prime}\right)\right]+i V, \tag{3.17}
\end{equation*}
$$

where $z_{k}^{\prime}=x_{k 1}^{\prime}+i x_{k 2}^{\prime}, V$ is an arbitrary real constants.

From Eq (3.17), we can conclude that the fundamental solution $G\left(z, z^{\prime}\right)$ of analytic function $w(z)$ in infinite complex domain is naturally $-\ln \left(z-z^{\prime}\right) /(2 \pi)$, which can be found in the reference [2]. In addition, the relationship of the fundamental solution between real and complex plane can be given by

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=\operatorname{Re}\left[G\left(z, z^{\prime}\right)\right], \quad G\left(z, z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right) . \tag{3.18}
\end{equation*}
$$

### 3.3. Some discussions of the approximate solutions

Since that the fundamental solution $G\left(z, z^{\prime}\right)$ is multi-valued function, we cut the whole complex plane by negative real axis, and use $-\pi<\arg \left(z-z^{\prime}\right) \leq \pi$ as the principle branch in the following discussion. It is shown that function $\varphi(\boldsymbol{x})=\operatorname{Re}[w(z)]$ is a potential function that the curl of it degenerates to zero. In practice, the integral of $\partial \varphi(\boldsymbol{x}) / \partial n_{s}$ must be

$$
\begin{equation*}
\oint_{L_{k}}[\hat{w}(t)+\overline{\hat{w}(t)}] \mathrm{d} s=2 \oint_{L_{k}} \varphi_{s}(t) \mathrm{d} s=0, \tag{3.19}
\end{equation*}
$$

on the every closed contour $L_{k}(k=0,1,2, \ldots, n)$ as shown in Figure 2.
From Eq (2.16), the imaginary part of will have an increasement on the contour $L_{k}$, which can be written as

$$
\begin{equation*}
\oint_{L_{k}}[\hat{w}(t)-\overline{\hat{w}(t)}] \mathrm{d} s=2 i \oint_{L_{k}} \varphi_{n}(t) \mathrm{d} s \tag{3.20}
\end{equation*}
$$

on the every closed contour $L_{k}(k=0,1,2, \ldots, n)$. Consider that the real part of $\ln \left(z, z^{\prime}\right)$ has no increasement and the imaginary one has the increasement $2 \pi i$ on the closed contour $L_{k}$, which gives

$$
\begin{equation*}
\sum_{k=1}^{N} \alpha_{k}=0, \quad \oint_{L_{k}} \varphi_{n}(t) \mathrm{d} s=V_{k}, \tag{3.21}
\end{equation*}
$$

where $V_{k}$ is the resultant of $\varphi_{n}(t)$ on any closed contour $L_{k}$.
Furthermore, we also have

$$
\begin{equation*}
\sum_{k=0}^{N} V_{k}=V, \tag{3.22}
\end{equation*}
$$

where $V$ is the undetermined constant in Eq (3.17).
Since that the function $w(z)$ is solved by RF-MFS and CA-MFS in the real domain, the approximate solution $\hat{w}(z)$ in Eq (3.17) satisfies Eqs (3.19)-(3.22), automatically.

It is necessary to discuss the solutions in the infinite domain, when the closed contour $L_{0}$ in Figure 2 disappears. The value of fundamental solution $G\left(\infty, z^{\prime}\right)$ is infinity, whereas the real part of the approximate solution $\hat{w}(\infty)$ degenerates to zero. When Eq (3.21) is considered, the approximate solution $\hat{w}(z)$ given before can solve the problem of $w(\infty)=0$. In more general cases, the solutions for $w_{m}(z)$, which have nonzero value at the infinity, can be defined by

$$
\begin{equation*}
w_{m}(z)=w_{( }(z)+\sum_{k=0}^{m} \gamma_{k} z^{k}, \tag{3.23}
\end{equation*}
$$

where $w(z)$ is analytic in the discussed domain, and has the property of $\left.w_{( } \infty\right)=0$, and $\gamma_{k}$ is nonzero complex constant.

It is obviously that $w_{m}(z)$ is not an analytic function with pole of $m$-order at infinity. We can solve the function $w_{m}(z)$ by introducing a new function

$$
\begin{equation*}
W(z)=\frac{\mathrm{d}^{m+1} w_{m}(z)}{\mathrm{d} z^{m+1}}=\frac{\mathrm{d}^{m+1} w(z)}{\mathrm{d} z^{m+1}}, \tag{3.24}
\end{equation*}
$$

where $W(z)$ is analytic in the discussed domain, and degenerates to zero at infinity.
The methods of RF-MFS and CA-MFS can then be valid for $W(z)$. Furthermore, the boundary conditions should be transformed to the derivatives corresponding to $\varphi_{0}(t), \varphi_{n}(t)$ and $\varphi_{s}(t)$. For example, the Dirichlet boundary conditions should be given by

$$
\begin{equation*}
\frac{\partial^{m+1} \varphi(t)}{\partial\left(x_{1}\right)^{m+1}}=\frac{\partial^{m+1} \varphi_{0}(t)}{\partial\left(x_{1}\right)^{m+1}} \tag{3.25}
\end{equation*}
$$

Thus, the approximate solution of the actual solution $w_{m}(z)$ is

$$
\begin{equation*}
\hat{w}_{m}(z)=-\frac{1}{2 \pi} \sum_{k=1}^{N}\left[\alpha_{k} \ln \left(z-z_{k}\right)\right]+\sum_{k=0}^{m} \gamma_{k} z^{k}, \tag{3.26}
\end{equation*}
$$

after the function $W(z)$ being solved.

## 4. The fundamental solutions in some special cases

The fundamental solution $G\left(z, z^{\prime}\right)$ in Eq (3.18) does not satisfy the boundary conditions of $L_{k}$ in Figure 2, generally. In some special cases, we can reconstruct the new fundamental solutions, which satisfies the specific boundaries. The reconstructed fundamental solutions applied in the computations can help to reduce the computing costs and the singularities of the interpolation matrices.

### 4.1. The fundamental solutions for symmetrical problems

Suppose that the discussed problem be symmetric about real axis $x_{1}$, there exists

$$
\begin{equation*}
w(t)+\overline{w(t)}=2 \varphi_{0}(t)=0, \tag{4.1}
\end{equation*}
$$

or

$$
\begin{equation*}
w(t)-\overline{w(t)}=2 i \varphi_{n}(t)=0 . \tag{4.2}
\end{equation*}
$$

where $t$ is the point on boundary.
The fundamental solution $-\ln \left(z-z^{\prime}\right) /(2 \pi)$ in Eq (3.18) does not satisfy Eqs (4.1) and (4.2), obviously. We introduce a new fundamental solution $G\left(z, z^{\prime}\right)$ by

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right)+w^{*}(z) \tag{4.3}
\end{equation*}
$$

where $\operatorname{Im} z^{\prime}>0, w^{*}(z)$ is an analytic function to be determined in $\operatorname{Im} z>0$.
Substituting Eq (4.3) into Eq (4.1), we have

$$
\begin{equation*}
-\frac{1}{2 \pi} \ln \left(t-z^{\prime}\right)+w^{*}(t)-\frac{1}{2 \pi} \overline{\ln \left(t-z^{\prime}\right)}+\overline{w^{*}(t)}=0 . \tag{4.4}
\end{equation*}
$$

By applying Schwarzs reflection principle, we define a new analytic function $\Omega(z)$ by

$$
\Omega(z)=\left\{\begin{align*}
-\frac{1}{2 \pi} \ln \left(z-\bar{z}^{\prime}\right)+w^{*}(z), & \operatorname{Im} z>0  \tag{4.5}\\
\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right)-\bar{w}^{*}(z), & \operatorname{Im} z<0
\end{align*}\right.
$$

If $\operatorname{Im} t=0$, we have $t=\bar{t}$. Thus, Eq (4.5) yields

$$
\begin{equation*}
\Omega^{+}(t)-\Omega^{-}(t)=0 \tag{4.6}
\end{equation*}
$$

Eq (4.6) implies that $\Omega(z)$ is continuous on $\operatorname{Imt}=0$, and is analytic in the whole domain. According to Liouvilles theorem, $\Omega(z)$ must be a constant (we can let this constant be zero for convenience). Therefore, the function $w^{*}(z)$ becomes

$$
\begin{equation*}
w^{*}(z)=\frac{1}{2 \pi} \ln \left(z-\bar{z}^{\prime}\right) \tag{4.7}
\end{equation*}
$$

Then, the new fundamental solution can be obtained by

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right)+\frac{1}{2 \pi} \ln \left(z-\bar{z}^{\prime}\right) . \tag{4.8}
\end{equation*}
$$

By the similar analysis, the fundamental solution for Eq (4.2) is

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right)-\frac{1}{2 \pi} \ln \left(z-\bar{z}^{\prime}\right) \tag{4.9}
\end{equation*}
$$

According to Eq (3.18), the reconstructed fundamental solution in real plane for $\varphi(\boldsymbol{x})$ can be given as

$$
\begin{equation*}
G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}-x_{2}^{\prime}\right)^{2}\right]+\frac{1}{4 \pi} \ln \left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}+x_{2}^{\prime}\right)^{2}\right], \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}-x_{2}^{\prime}\right)^{2}\right]-\frac{1}{4 \pi} \ln \left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}+x_{2}^{\prime}\right)^{2}\right] . \tag{4.11}
\end{equation*}
$$

It is noted that Eqs (4.10) or (4.11) can also be used in the half plane problem with homogeneous boundary of $\varphi_{0}(t)$ or $\varphi_{n}(t)$. The deduced fundamental solutions in Eqs (4.8)-(4.11) contain not only the source node information at $z^{\prime}$ but also the information at $z^{\prime}$. We can locate the source nodes merely in the upper half domain without setting the source nodes on $\operatorname{Re} z^{\prime} \leq 0$.

### 4.2. The fundamental solutions for hole boundaries

Consider that there exists a hole in an infinite domain, the conformal mapping technique can be used to find the specific fundamental solutions. It is noted that the complex functions take the great advantages in solving the problems in an infinite domain.

Let the function of the conformal mapping be $z=\varpi(\zeta)$, which maps $z$-plane to $\zeta=\eta_{1}+i \eta_{2}$ plane (as shown in Figure 3). It is convenient to map the discussed domain outside the hole in $z$-plane to the domain outside the unit circle in $\zeta$-plane. In general, the mapping function is

$$
\begin{equation*}
z=\varpi(\zeta)=R\left(\zeta+\sum_{k=0}^{m} c_{k} \zeta^{-k}\right) \tag{4.12}
\end{equation*}
$$

where $R$ and $c_{k}$ are complex constants in general.



Figure 3. Geometry of hole for conformal mapping.

The fundamental solution in Eq (3.18) can be transformed as

$$
\begin{align*}
-\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right) & =-\frac{1}{2 \pi} \ln \left[R\left(\zeta+\sum_{k=0}^{m} c_{k} \zeta^{-k}\right)-R\left(\zeta^{\prime}+\sum_{k=0}^{m} c_{k}\left(\zeta^{\prime}\right)^{-k}\right)\right] \\
& =-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)-\frac{1}{2 \pi} \ln \left[R\left(1-c_{1} \frac{1}{\zeta \zeta^{\prime}}-c_{2} \frac{\zeta+\zeta^{\prime}}{\zeta^{2}\left(\zeta^{\prime}\right)^{2}}-c_{3} \frac{\zeta^{2}+\zeta \zeta^{\prime}+\left(\zeta^{\prime}\right)^{2}}{\zeta^{3}\left(\zeta^{\prime}\right)^{3}}-\ldots\right)\right] \tag{4.13}
\end{align*}
$$

Since the second term in Eq (4.13) has a finite value if $\zeta=\zeta^{\prime}$, the fundamental solution in $\zeta$-plane can then be written by

$$
\begin{equation*}
G\left(\zeta, \zeta^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right) . \tag{4.14}
\end{equation*}
$$

In addition, the mapped normal $n_{n}(\boldsymbol{\eta})$ and tangent vector $n_{s}(\boldsymbol{\eta})$ in $\zeta$-plane can be given as

$$
\begin{equation*}
n_{n}(\boldsymbol{\eta})=\frac{\bar{\zeta}}{|\zeta \bar{\zeta}|} \frac{\overline{\mathrm{d} \varpi(\zeta) / \mathrm{d} \zeta}}{\mathrm{~d} \varpi(\zeta) / \mathrm{d} \zeta} n_{n}(\boldsymbol{x}), \quad n_{s}(\boldsymbol{\eta})=\frac{\bar{\zeta}}{|\zeta \bar{\zeta}|} \frac{\overline{\mathrm{d} \varpi(\zeta) / \mathrm{d} \zeta}}{\mathrm{~d} \varpi(\zeta) / \mathrm{d} \zeta} n_{s}(\boldsymbol{x}), \tag{4.15}
\end{equation*}
$$

where $\boldsymbol{\eta}=\left(\eta_{1}, \eta_{2}\right)$.
The analytic function $w(z)$ and its derivatives can be given as follows

$$
\begin{gather*}
w(z)=w[\varpi(\eta)]=w(\eta),  \tag{4.16}\\
\frac{\mathrm{d} w(z)}{\mathrm{d} z}=\frac{\mathrm{d} w(\zeta) / \mathrm{d} \zeta}{\mathrm{~d} \varpi(\zeta) / \mathrm{d} \zeta},  \tag{4.17}\\
\frac{\mathrm{~d}^{2} w(z)}{\mathrm{d} z^{2}}=\frac{\mathrm{d} w(z) / \mathrm{d} z}{\mathrm{~d} \varpi(\zeta) / \mathrm{d} \zeta} . \tag{4.18}
\end{gather*}
$$

When the hole is in the shape of ellipse $\left(x_{1} / a\right)^{2}+\left(x_{2} / b\right)^{2}=1$ with major axis and minor axis of $a$ and $b$, the mapping that transforms the domain outside the ellipse in $z$-plane to the domain outside the unit circle in $\zeta$-plane, is

$$
\begin{equation*}
z=\varpi(\zeta)=R\left(\zeta+\frac{c_{1}}{\zeta}\right), \quad \zeta=\frac{1}{2 R}\left(z+\sqrt{z^{2}-4 R^{2} c_{1}}\right) \tag{4.19}
\end{equation*}
$$

where $R=(a+b) / 2, c_{1}=(a-b) /(a+b)$. It is seen that the ellipse degenerates to circle with radius $R$ if $c_{1}=0$, or crack with length $2 R$ if $c_{1}=1$.

When $\varphi_{0}(t)=0$ or $\varphi_{n}(t)=0$ on the boundary of the unit circle $(|t|=1)$ in $\zeta$-plane, we can give the boundary conditions by Eqs (4.1) or (4.2). To reconstruct the fundamental solution, we introduce a new function $G\left(\zeta, \zeta^{\prime}\right)$ by

$$
\begin{equation*}
G\left(\zeta, \zeta^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)+w^{*}(\zeta) \tag{4.20}
\end{equation*}
$$

where $\left|\zeta^{\prime}\right|>1, w^{*}(\zeta)$ is an analytic function to be determined in the domain $|\zeta|>1$.
Similar to the deduction in the last subsection, we have

$$
\begin{equation*}
-\frac{1}{2 \pi} \ln \left(t-\zeta^{\prime}\right)+w^{*}(t)-\frac{1}{2 \pi} \overline{\ln \left(t-\zeta^{\prime}\right)}+\overline{w^{*}(t)}=0 . \tag{4.21}
\end{equation*}
$$

for Eq (4.1).
Introducing a new analytic function $\Omega(\zeta)$ by

$$
\Omega(\zeta)=\left\{\begin{align*}
-\frac{1}{2 \pi} \ln \left(\frac{1}{\zeta}-\bar{\zeta}^{\prime}\right)+w^{*}(\zeta), & |\zeta|>1,  \tag{4.22}\\
\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)-\bar{w}^{*}(\zeta), & |\zeta|<1 .
\end{align*}\right.
$$

If $|t|=1$, we have $\bar{t}=1 / t$, which ensure that $\Omega(\zeta)$ is continuous on $|t|=1$, and is analytic in the whole domain. According to Liouvilles theorem, $\Omega(\zeta)$ should be a constant. Therefore, the function $w^{*}(\zeta)$ is

$$
\begin{equation*}
w^{*}(\zeta)=\frac{1}{2 \pi} \ln \left(\frac{1}{\zeta}-\bar{\zeta}^{\prime}\right) . \tag{4.23}
\end{equation*}
$$

Thus, the new fundamental solution in $\zeta$-plane is

$$
\begin{equation*}
G\left(\zeta, \zeta^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)+\frac{1}{2 \pi} \ln \left(\frac{1}{\zeta}-\bar{\zeta}^{\prime}\right) \tag{4.24}
\end{equation*}
$$

We can also obtain the fundamental solution

$$
\begin{equation*}
G\left(\zeta, \zeta^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)-\frac{1}{2 \pi} \ln \left(\frac{1}{\zeta}-\bar{\zeta}^{\prime}\right) . \tag{4.25}
\end{equation*}
$$

for Eq (4.2).
According to the Eqs (4.24) and (4.25), the reconstructed fundamental solutions for $\varphi(\boldsymbol{\eta})$ in $\zeta$-plane can be given as

$$
\begin{equation*}
G\left(\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(\eta_{1}-\eta_{1}^{\prime}\right)^{2}+\left(\eta_{2}-\eta_{2}^{\prime}\right)^{2}\right]+\frac{1}{4 \pi} \ln \left[\left(\frac{\eta_{1}}{\eta_{1}^{2}+\eta_{2}^{2}}-\eta_{1}^{\prime}\right)^{2}+\left(\frac{\eta_{2}}{\eta_{1}^{2}+\eta_{2}^{2}}-\eta_{2}^{\prime}\right)^{2}\right], \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(\eta_{1}-\eta_{1}^{\prime}\right)^{2}+\left(\eta_{2}-\eta_{2}^{\prime}\right)^{2}\right]-\frac{1}{4 \pi} \ln \left[\left(\frac{\eta_{1}}{\eta_{1}^{2}+\eta_{2}^{2}}-\eta_{1}^{\prime}\right)^{2}+\left(\frac{\eta_{2}}{\eta_{1}^{2}+\eta_{2}^{2}}-\eta_{2}^{\prime}\right)^{2}\right] . \tag{4.27}
\end{equation*}
$$

By substituting Eq (4.19) into Eqs (4.24) and (4.25), the reconstructed fundamental solutions $G\left(z, z^{\prime}\right)$ in-plane can be given by

$$
\begin{align*}
G\left(z, z^{\prime}\right)= & -\frac{1}{2 \pi} \ln \left[\left(z+\sqrt{z^{2}-4 R^{2} c_{1}}\right)-\left(z^{\prime}+\sqrt{\left(z^{\prime}\right)^{2}-4 R^{2} c_{1}}\right)\right] \\
& +\frac{1}{2 \pi} \ln \left[\frac{2 R^{2}}{z+\sqrt{z^{2}-4 R^{2} c_{1}}}-\left(\bar{z}^{\prime}+\sqrt{\left(z^{\prime}\right)^{2}-4 R^{2} c_{1}}\right)\right], \tag{4.28}
\end{align*}
$$

and

$$
\begin{align*}
G\left(z, z^{\prime}\right)= & -\frac{1}{2 \pi} \ln \left[\left(z+\sqrt{z^{2}-4 R^{2} c_{1}}\right)-\left(z^{\prime}+\sqrt{\left(z^{\prime}\right)^{2}-4 R^{2} c_{1}}\right)\right] \\
& -\frac{1}{2 \pi} \ln \left[\frac{2 R^{2}}{z+\sqrt{z^{2}-4 R^{2} c_{1}}}-\left(\bar{z}^{\prime}+\sqrt{\left(\bar{z}^{\prime}\right)^{2}-4 R^{2} c_{1}}\right)\right] . \tag{4.29}
\end{align*}
$$

It is noted that Eqs (4.28) and (4.29) have branch points at $z_{0}= \pm 2 R \sqrt{c_{1}}$. To be easily used, the analytic function $w(z)$ is suggested to be solved by $w(\zeta)$ in transformed $\zeta$-plane, firstly.

We have $c_{1}=0$, when the elliptical hole degenerates to circle with radius $R$. The fundamental solutions for $G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ in $z$-plane can be simplified to

$$
\begin{equation*}
G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}-x_{2}^{\prime}\right)^{2}\right]+\frac{1}{4 \pi} \ln \left[\left(\frac{R^{2} x_{1}}{x_{1}^{2}+x_{2}^{2}}-x_{1}^{\prime}\right)^{2}+\left(\frac{R^{2} x_{2}}{x_{1}^{2}+x_{2}^{2}}-x_{2}^{\prime}\right)^{2}\right], \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}-x_{2}^{\prime}\right)^{2}\right]-\frac{1}{4 \pi} \ln \left[\left(\frac{R^{2} x_{1}}{x_{1}^{2}+x_{2}^{2}}-x_{1}^{\prime}\right)^{2}+\left(\frac{R^{2} x_{2}}{x_{1}^{2}+x_{2}^{2}}-x_{2}^{\prime}\right)^{2}\right] . \tag{4.31}
\end{equation*}
$$

The singularities of $w(z)$ or $\mathrm{d} w(z) / \mathrm{d} z$ are another important topics to be discussed. As mentioned before, the conformal mapping $\varpi(\zeta)$ can naturally give the explicit formulas of properties of the singularity. In $\zeta$-plane, it is obviously that the fundamental solution $G\left(\zeta, \zeta^{\prime}\right)$ has branch points at $\zeta_{0}= \pm \sqrt{c_{1}}$. With the help of Eqs (4.17) and (4.19), $\mathrm{d} G\left(z, z^{\prime}\right) / \mathrm{d} z$ in (4.24) and (4.25) can be expanded by Laurent series

$$
\begin{align*}
& \frac{\mathrm{d} G\left(z, z^{\prime}\right)}{\mathrm{d} z}=\frac{\mathrm{d} G\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}{\mathrm{~d} \varpi\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}=\frac{\zeta^{\prime}-c_{1} \overline{\zeta^{\prime}}-2 \sqrt{c_{1}}}{4 \pi R\left(\zeta^{\prime}-\sqrt{c_{1}}\right)\left(\sqrt{c_{1}} \overline{\zeta^{\prime}}-1\right)} \frac{1}{\zeta-\zeta_{0}} \\
& -\frac{c_{1}\left(\sqrt{c_{1}}-\zeta^{\prime}\right)\left(\overline{\zeta^{\prime}}\right)^{2}+\left[-c_{1}+4 \sqrt{c_{1} \zeta^{\prime}}+\left(\zeta^{\prime}\right)^{2}\right] \overline{\zeta^{\prime}}+\left(\zeta^{\prime}\right)^{2} / \sqrt{c_{1}}-5 \zeta^{\prime}-2 \sqrt{c_{1}}}{8 \pi R\left(\zeta^{\prime}-\sqrt{c_{1}}\right)^{2}\left(\sqrt{\left.c_{1} \bar{\zeta}^{\prime}-1\right)^{2}}\right.}+O\left(\zeta-\zeta_{0}\right), \tag{4.32}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\mathrm{d} G\left(z, z^{\prime}\right)}{\mathrm{d} z}=\frac{\mathrm{d} G\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}{\mathrm{~d} \varpi\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}=-\frac{\zeta^{\prime}-c_{1} \overline{\zeta^{\prime}}}{4 \pi R\left(\zeta^{\prime}-\sqrt{c_{1}}\right)\left(\sqrt{c_{1}} \overline{\zeta^{\prime}}-1\right)} \frac{1}{\zeta-\zeta_{0}} \\
& -\frac{c_{1}\left(\sqrt{c_{1}}-3 \zeta^{\prime}\right)\left(\bar{\zeta}^{\prime}\right)^{2}+\left[-3 c_{1}+8 \sqrt{c_{1} \zeta^{\prime}}-\left(\zeta^{\prime}\right)^{2}\right] \overline{\zeta^{\prime}}-\left(\zeta^{\prime}\right)^{2} / \sqrt{c_{1}}-\zeta^{\prime}}{8 \pi R\left(\zeta^{\prime}-\sqrt{c_{1}}\right)^{2}\left(\sqrt{c_{1}} \overline{\zeta^{\prime}}-1\right)^{2}}+O\left(\zeta-\zeta_{0}\right), \tag{4.33}
\end{align*}
$$

at the isolated singular point $\zeta_{0}=\sqrt{c_{1}}\left(z_{0}=2 R \sqrt{c_{1}}\right)$.
Therefore, the singularity parts of the approximate solution $\mathrm{d} \hat{w}(z) / \mathrm{d} z$ for the Diriclet boundary $\varphi_{0}(t)=0$ and Neumann boundary $\varphi_{n}(t)=0$ in $z$-plane, can be given as follows

$$
\begin{equation*}
\frac{\mathrm{d} \hat{w}(z)}{\mathrm{d} z}=\sum_{k=1}^{N} \frac{\alpha_{k}\left(\zeta_{k}^{\prime}-c_{1} \bar{\zeta}_{k}^{\prime}-2 \sqrt{c_{1}}\right)}{4 \pi \sqrt[4]{c_{1}} \sqrt{R}\left(\zeta_{k}^{\prime}-\sqrt{c_{1}}\right)\left(\sqrt{c_{1} \bar{\zeta}^{\prime}}{ }_{k}-1\right)} \frac{1}{\sqrt{z-z_{0}}} \tag{4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \hat{w}(z)}{\mathrm{d} z}=\sum_{k=1}^{N} \frac{-\alpha_{k}\left(\zeta_{k}^{\prime}-c_{1} \bar{\zeta}^{\prime}{ }_{k}\right)}{4 \pi \sqrt[4]{c_{1}} \sqrt{R}\left(\zeta_{k}^{\prime}-\sqrt{c_{1}}\right)\left(\sqrt{c_{1} \bar{\zeta}^{\prime}}{ }_{k}-1\right)} \frac{1}{\sqrt{z-z_{0}}} \tag{4.35}
\end{equation*}
$$

It is noted that, the singularities would not be obviously induced, if the traditional MFS is used. When the mapping technique is used, the singular property can be induced naturally.

### 4.3. The fundamental solutions for parabola boundaries

Consider there exists a parabola boundary $\left(x_{2}\right)^{2}=-2 \varepsilon x_{1}+\varepsilon^{2}(\varepsilon>0)$ with the vertex at $(\varepsilon / 2,0)$ and the focus at the origin, in an infinite domain (as shown in Figure 4). If $\varepsilon=0$, the parabola boundary degenerates to a half line $\left(x_{1} \leq 0, x_{2}=0\right)$ on the negative real axis with principle branch $-\pi<\arg z \leq \pi$.


Figure 4. Geometry of parabola for conformal mapping.

The mapping function is[ [2]]

$$
\begin{equation*}
z=\varpi(\zeta)=-\left(\zeta+i \sqrt{\frac{\varepsilon}{2}}\right)^{2}, \quad \zeta=i\left(\sqrt{z}-\sqrt{\frac{\varepsilon}{2}}\right) \tag{4.36}
\end{equation*}
$$

which transforms the domain outside parabola in $z$-plane to the upper half plane $\operatorname{Im} \zeta>0$ in $\zeta$-plane.
The fundamental solution in Eq (3.18) can be written as

$$
\begin{equation*}
-\frac{1}{2 \pi} \ln \left(z-z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)-\frac{1}{2 \pi} \ln \left(\zeta+\zeta^{\prime}+i \sqrt{2 \varepsilon}\right)-i \pi . \tag{4.37}
\end{equation*}
$$

Since the second and third terms in Eq (4.37) has no singular value if $\zeta=\zeta^{\prime}$, the fundamental solution in $\zeta$-plane can also be written by Eq (4.14). For the Dirichlet boundary $\varphi_{0}(t)$ and Neumann boundary $\varphi_{n}(t)$ on the parabola boundaries, the boundary conditions can be given by Eqs (4.1) and (4.2). In the mapped plane, the reconstructed fundamental solution in $\zeta$-plane, can also be written by the same expressions in Eqs (4.8) and (4.9) as follows

$$
\begin{equation*}
G\left(\zeta, \zeta^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)+\frac{1}{2 \pi} \ln \left(\zeta-\bar{\zeta}^{\prime}\right), \tag{4.38}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(\zeta, \zeta^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\zeta-\zeta^{\prime}\right)-\frac{1}{2 \pi} \ln \left(\zeta-\bar{\zeta}^{\prime}\right) \tag{4.39}
\end{equation*}
$$

The differences between Eqs (4.8), (4.9), (4.38) and (4.39) are that these be in the $z$-plane, the others be in the $\zeta$-plane. Additionally, the fundamental solution for $\varphi((\eta))$ in $\zeta$-plane can be given as

$$
\begin{equation*}
G\left(\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(\eta_{1}-\eta_{1}^{\prime}\right)^{2}+\left(\eta_{2}-\eta_{2}^{\prime}\right)^{2}\right]+\frac{1}{4 \pi} \ln \left[\left(\eta_{1}-\eta_{1}^{\prime}\right)^{2}+\left(\eta_{2}+\eta_{2}^{\prime}\right)^{2}\right], \tag{4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[\left(\eta_{1}-\eta_{1}^{\prime}\right)^{2}+\left(\eta_{2}-\eta_{2}^{\prime}\right)^{2}\right]-\frac{1}{4 \pi} \ln \left[\left(\eta_{1}-\eta_{1}^{\prime}\right)^{2}+\left(\eta_{2}+\eta_{2}^{\prime}\right)^{2}\right], \tag{4.41}
\end{equation*}
$$

which are in the same forms of Eqs (4.10) and (4.11).
According to Eqs (4.38) and (4.39), we can induce the corresponding fundamental solution in $z$ plane by

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\sqrt{z}-\sqrt{z^{\prime}}\right)+\frac{1}{2 \pi} \ln \left(\sqrt{z}+\sqrt{z^{\prime}}\right) \tag{4.42}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=-\frac{1}{2 \pi} \ln \left(\sqrt{z}-\sqrt{z^{\prime}}\right)-\frac{1}{2 \pi} \ln \left(\sqrt{z}+\sqrt{z^{\prime}}+\sqrt{2 \varepsilon}\right) \tag{4.43}
\end{equation*}
$$

where the constant $i \pi / 2$ is neglected.
In $\zeta$-plane, the mapping function $\varpi(\zeta)$ have branch points at $\zeta_{0}=-i \sqrt{(\varepsilon / 2)}$. Thus, $\mathrm{d} G\left(z, z^{\prime}\right) / \mathrm{d} z$ corresponding to Eqs (4.38) and (4.39), can be expanded as follows

$$
\begin{align*}
\frac{\mathrm{d} G\left(z, z^{\prime}\right)}{\mathrm{d} z} & =\frac{\mathrm{d} G\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}{\mathrm{~d} \varpi\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}=-\frac{1}{\pi} \frac{\zeta^{\prime}-\bar{\zeta}^{\prime}}{\left(\sqrt{2 \varepsilon}-2 i \zeta^{\prime}\right)\left(\sqrt{2 \varepsilon}-2 i \bar{\zeta}^{\prime}\right)} \frac{1}{\zeta-\zeta_{0}} \\
& -\frac{1}{\pi}\left[\frac{1}{\left(\sqrt{2 \varepsilon}-2 i \bar{\zeta}^{\prime}\right)^{2}}-\frac{1}{\left(\sqrt{2 \varepsilon}-2 i \zeta^{\prime}\right)^{2}}\right]+O\left(\zeta-\zeta_{0}\right) \tag{4.44}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\mathrm{d} G\left(z, z^{\prime}\right)}{\mathrm{d} z} & =\frac{\mathrm{d} G\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}{\mathrm{~d} \varpi\left(\zeta, \zeta^{\prime}\right) / \mathrm{d} \zeta}=\frac{1}{\pi} \frac{\zeta^{\prime}+\bar{\zeta}^{\prime}+i \sqrt{2 \varepsilon}}{\left(\sqrt{2 \varepsilon}-2 i \zeta^{\prime}\right)\left(\sqrt{2 \varepsilon}-2 i \bar{\zeta}^{\prime}\right)} \frac{1}{\zeta-\zeta_{0}} \\
& +\frac{1}{\pi}\left[\frac{1}{\left(\sqrt{2 \varepsilon}-2 i \bar{\zeta}^{\prime}\right)^{2}}+\frac{1}{\left(\sqrt{2 \varepsilon}-2 i \zeta^{\prime}\right)^{2}}\right]+O\left(\zeta-\zeta_{0}\right) \tag{4.45}
\end{align*}
$$

Thus, the singularity parts of the approximate solution $\mathrm{d} \hat{w}(z) / \mathrm{d} z$ for the Dirichlet boundary $\varphi_{0}(t)$ and Neumann boundary $\varphi_{n}(t)$ in $z$-plane are

$$
\begin{equation*}
\frac{\mathrm{d} \hat{w}(z)}{\mathrm{d} z}=\frac{i}{\pi} \sum_{k=1}^{N} \frac{\alpha_{k}\left(\zeta_{k}^{\prime}-\bar{\zeta}^{\prime}{ }_{k}\right)}{\left(\sqrt{2 \varepsilon}-2 i \zeta^{\prime}\right)\left(\sqrt{2 \varepsilon}-2 i \bar{\zeta}^{\prime}\right)} \frac{1}{\sqrt{z}}, \tag{4.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \hat{w}(z)}{\mathrm{d} z}=-\frac{i}{\pi} \sum_{k=1}^{N} \frac{\alpha_{k}\left(\zeta_{k}^{\prime}-\bar{\zeta}_{k}^{\prime}+i \sqrt{2 \varepsilon}\right)}{\left(\sqrt{2 \varepsilon}-2 i \zeta^{\prime}\right)\left(\sqrt{2 \varepsilon}-2 i \bar{\zeta}^{\prime}\right)} \frac{1}{\sqrt{z}} \tag{4.47}
\end{equation*}
$$

Therefore, most of the original BVPs can be transformed to the regular domain in the $\zeta$-plane by utilizing mapping technique. We can use the reconstructed fundamental solutions to solve these problems in the mapped plane. Furthermore, the singularities of the functions can be naturally given in our method.

## 5. Numerical examples and discussions

To verify the validation of the developed method in this paper, 4 typical numerical examples for the simply-connected and the multiply-connected domain are studied. In the numerical computations, the truncated singular value decomposition (TSVD) technique is used to solve the constants $\alpha_{k}$ and $\beta_{k}$. The relative errors $e_{r}$ in this section are defined by

$$
\begin{gather*}
e_{r}=\left|\frac{\chi_{n u m}-\chi_{a n a}}{\chi_{a n a}}\right|, \quad\left(\text { if } \quad \chi_{a n a} \neq 0\right),  \tag{5.1}\\
e_{r}=\left|\chi_{\text {num }}\right|, \quad\left(\text { if } \quad \chi_{a n a} \neq 0\right), \tag{5.2}
\end{gather*}
$$

where $\chi_{\text {num }}$ is the numerical result, $\chi_{\text {ana }}$ is the analytical solution of the discussed problem.

### 5.1. Numerical example 1: a BVP in simply-connected domain

We consider a BVP of an irregular simply-connected domain with $a=10, h=12$, which is shown in Figure 5. The boundary conditions are given by

$$
\begin{gather*}
\left.\varphi_{n}\right|_{x_{1}=\frac{a}{2}}=\frac{2 x_{2}\left[\left(x_{2}\right)^{2}-225\right]}{\left[\left(x_{2}\right)^{2}+225\right]^{2}},\left.\quad \varphi_{n}\right|_{x_{1}=a}=\frac{2 x_{2}\left[\left(x_{2}\right)^{2}-100\right]}{\left[\left(x_{2}\right)^{2}+100\right]^{2}},  \tag{5.3}\\
\left.\varphi_{n}\right|_{x_{2}=\frac{h}{2}}=\frac{2\left(x_{1}-20\right)\left[\left(x_{1}-20\right)^{2}-36\right]}{\left[\left(x_{1}-20\right)^{2}+36\right]^{2}},\left.\quad \varphi_{n}\right|_{x_{2}=h} \frac{2\left(x_{1}-20\right)\left[\left(x_{1}-20\right)^{2}-144\right]}{\left[\left(x_{1}-20\right)^{2}+144\right]^{2}},  \tag{5.4}\\
\left.\varphi_{0}\right|_{x_{1}=-a}=-\frac{60 x_{2}}{\left(x_{2}\right)^{2}+900},\left.\quad \varphi_{0}\right|_{x_{2}=-h}=-\frac{24\left(x_{1}-20\right)}{\left(x_{1}-20\right)^{2}+144} . \tag{5.5}
\end{gather*}
$$

The analytical solution is

$$
\begin{equation*}
w(z)=\frac{i}{(z-20)^{2}}+i \Gamma_{c}, \tag{5.6}
\end{equation*}
$$

where $\Gamma_{c}$ is an arbitrary real constant.


Figure 5. Geometry of an irregular simply-connected domain.

We test the RF-MFS and CA-MFS to show the validation of the proposed method, firstly. In the numerical calculating, the numbers of boundary and the source nodes are $M=100$ and $N=100$. To construct the interpolation matrices, the CA-MFS and RF-MFS utilize Eqs (3.3)-(3.5) and (3.8)-(3.10) with the fundamental solution of Eq (3.2).

As shown in Tables 1 and 2, the results $\operatorname{Re} \hat{w}(z)$ agree well with those of the analytical solutions $\operatorname{Re} w(z)$. The imaginary parts have the different constants about $2.247 \times 10^{6}$ and $1.985 \times 10^{4}$ in CAMFS and RF-MFS, respectively. As mentioned before, the numerical results of the imaginary part of $w(z)$ naturally induce a constants $\Gamma_{c}$ when the boundary conditions of the Eqs (5.3)-(5.5) are used. To avoid this problem, one can obtain the imaginary part by using the given complex value at the specify point $z_{0}$. From Tables 3 and 4 , the maximum error is about $10^{-4}$ order. The results obtained here using CA-MFS and RF-MFS have great availability for the simply-connected system.

Table 1. Numerical results of $w(z)$ on $x_{2}=0$ by the CA-MFS.

| $x_{1} / a$ | $\operatorname{Re}[\hat{w}(z)]$ | $\operatorname{Re}[w(z)]$ | $e_{r}$ | $\operatorname{Im}[\hat{w}(z)]$ | $\operatorname{Im}[w(z)]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.00 | $1.443550 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.443550 \mathrm{E}-08$ | $2.247498 \mathrm{E}+06$ | $1.111111 \mathrm{E}-03$ |  |
| -0.80 | $-1.862645 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.862645 \mathrm{E}-08$ | $2.247498 \mathrm{E}+06$ | $1.275510 \mathrm{E}-03$ |  |
| -0.60 | $-2.793968 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $2.793968 \mathrm{E}-09$ | $2.247498 \mathrm{E}+06$ | $1.479290 \mathrm{E}-03$ |  |
| -0.40 | $-1.071021 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.071021 \mathrm{E}-08$ | $2.247498 \mathrm{E}+06$ | $1.736111 \mathrm{E}-03$ |  |
| -0.20 | $-7.916242 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $7.916242 \mathrm{E}-09$ | $2.247498 \mathrm{E}+06$ | $2.066116 \mathrm{E}-03$ |  |
| 0.00 | $-1.885928 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.885928 \mathrm{E}-08$ | $2.247498 \mathrm{E}+06$ | $2.500000 \mathrm{E}-03$ | $/$ |
| 0.20 | $-7.683411 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $7.683411 \mathrm{E}-09$ | $2.247498 \mathrm{E}+06$ | $3.086420 \mathrm{E}-03$ |  |
| 0.40 | $-8.847564 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $8.847564 \mathrm{E}-09$ | $2.247498 \mathrm{E}+06$ | $3.906250 \mathrm{E}-03$ |  |
| 0.60 | $-1.792796 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.792796 \mathrm{E}-08$ | $2.247498 \mathrm{E}+06$ | $5.102041 \mathrm{E}-03$ |  |
| 0.80 | $-4.656613 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $4.656613 \mathrm{E}-10$ | $2.247498 \mathrm{E}+06$ | $6.944444 \mathrm{E}-03$ |  |
| 1.00 | $7.101335 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $7.101335 \mathrm{E}-08$ | $2.247498 \mathrm{E}+06$ | $1.000000 \mathrm{E}-02$ |  |

Table 2. Numerical results of $w(z)$ on $x_{2}=0$ by the RF-MFS.

| $x_{1} / a$ | $\operatorname{Re}[\hat{w}(z)]$ | $\operatorname{Re}[w(z)]$ | $e_{r}$ | $\operatorname{Im}[\hat{w}(z)]$ | $\operatorname{Im}[w(z)]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.00 | $-9.313226 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $9.313226 \mathrm{E}-10$ | $1.985174 \mathrm{E}+04$ | $1.111111 \mathrm{E}-03$ |  |
| -0.80 | $-4.656613 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $4.656613 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $1.275510 \mathrm{E}-03$ |  |
| -0.60 | $6.519258 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $6.519258 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $1.479290 \mathrm{E}-03$ |  |
| -0.40 | $9.313226 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $9.313226 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $1.736111 \mathrm{E}-03$ |  |
| -0.20 | $-7.450581 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $7.450581 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $2.066116 \mathrm{E}-03$ |  |
| 0.00 | $7.450581 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $7.450581 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $2.500000 \mathrm{E}-03$ | $/$ |
| 0.20 | $3.725290 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $3.725290 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $3.086420 \mathrm{E}-03$ |  |
| 0.40 | $-1.862645 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.862645 \mathrm{E}-08$ | $1.985174 \mathrm{E}+04$ | $3.906250 \mathrm{E}-03$ |  |
| 0.60 | $5.587935 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $5.587935 \mathrm{E}-09$ | $1.985174 \mathrm{E}+04$ | $5.102041 \mathrm{E}-03$ |  |
| 0.80 | $1.490116 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.490116 \mathrm{E}-08$ | $1.985174 \mathrm{E}+04$ | $6.944444 \mathrm{E}-03$ |  |
| 1.00 | $6.239861 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $6.239861 \mathrm{E}-08$ | $1.985175 \mathrm{E}+04$ | $1.000000 \mathrm{E}-02$ |  |

Table 3. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $x_{2}=0$ by the CA-MFS.

| $x_{1} / a$ | $\operatorname{Re}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.00 | $-1.445505 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.445505 \mathrm{E}-08$ | $7.408942 \mathrm{E}-05$ | $7.407407 \mathrm{E}-05$ | $2.071481 \mathrm{E}-04$ |
| -0.80 | $-1.409262 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $1.409262 \mathrm{E}-09$ | $9.110843 \mathrm{E}-05$ | $9.110787 \mathrm{E}-05$ | $6.110975 \mathrm{E}-06$ |
| -0.60 | $-6.525624 \mathrm{E}-11$ | $0.000000 \mathrm{E}+00$ | $6.525624 \mathrm{E}-11$ | $1.137913 \mathrm{E}-04$ | $1.137915 \mathrm{E}-04$ | $1.675868 \mathrm{E}-06$ |
| -0.40 | $7.503331 \mathrm{E}-11$ | $0.000000 \mathrm{E}+00$ | $7.503331 \mathrm{E}-11$ | $1.446757 \mathrm{E}-04$ | $1.446759 \mathrm{E}-04$ | $1.708744 \mathrm{E}-06$ |
| -0.20 | $2.269189 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $2.269189 \mathrm{E}-10$ | $1.878284 \mathrm{E}-04$ | $1.878287 \mathrm{E}-04$ | $1.539454 \mathrm{E}-06$ |
| 0.00 | $3.662990 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $3.662990 \mathrm{E}-10$ | $2.499997 \mathrm{E}-04$ | $2.500000 \mathrm{E}-04$ | $1.391323 \mathrm{E}-06$ |
| 0.20 | $2.919478 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $2.919478 \mathrm{E}-10$ | $3.429351 \mathrm{E}-04$ | $3.429355 \mathrm{E}-04$ | $1.294871 \mathrm{E}-06$ |
| 0.40 | $3.284413 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $3.284413 \mathrm{E}-10$ | $4.882807 \mathrm{E}-04$ | $4.882813 \mathrm{E}-04$ | $1.180917 \mathrm{E}-06$ |
| 0.60 | $2.919478 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $2.919478 \mathrm{E}-10$ | $7.288625 \mathrm{E}-04$ | $7.288630 \mathrm{E}-04$ | $6.329046 \mathrm{E}-07$ |
| 0.80 | $3.812033 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $3.812033 \mathrm{E}-09$ | $1.157406 \mathrm{E}-03$ | $1.157407 \mathrm{E}-03$ | $9.496580 \mathrm{E}-07$ |
| 1.00 | $1.110740 \mathrm{E}-07$ | $0.000000 \mathrm{E}+00$ | $1.110740 \mathrm{E}-07$ | $1.999951 \mathrm{E}-03$ | $2.000000 \mathrm{E}-03$ | $2.459799 \mathrm{E}-05$ |

Table 4. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $x_{2}=0$ by the RF-MFS.

| $x_{1} / a$ | $\operatorname{Re}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.00 | $-1.443732 \mathrm{E}-08$ | $0.000000 \mathrm{E}+00$ | $1.443732 \mathrm{E}-08$ | $7.402373 \mathrm{E}-05$ | $7.407407 \mathrm{E}-05$ | $6.795900 \mathrm{E}-04$ |
| -0.80 | $-1.373337 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $1.373337 \mathrm{E}-09$ | $9.117273 \mathrm{E}-05$ | $9.110787 \mathrm{E}-05$ | $7.119033 \mathrm{E}-04$ |
| -0.60 | $-1.236913 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $1.236913 \mathrm{E}-10$ | $1.137980 \mathrm{E}-04$ | $1.137915 \mathrm{E}-04$ | $5.652469 \mathrm{E}-05$ |
| -0.40 | $1.655280 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $1.655280 \mathrm{E}-10$ | $1.446379 \mathrm{E}-04$ | $1.446759 \mathrm{E}-04$ | $2.628535 \mathrm{E}-04$ |
| -0.20 | $1.782610 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $1.782610 \mathrm{E}-10$ | $1.877603 \mathrm{E}-04$ | $1.878287 \mathrm{E}-04$ | $3.640993 \mathrm{E}-04$ |
| 0.00 | $3.710738 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $3.710738 \mathrm{E}-10$ | $2.498941 \mathrm{E}-04$ | $2.500000 \mathrm{E}-04$ | $4.237794 \mathrm{E}-04$ |
| 0.20 | $2.764864 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $2.764864 \mathrm{E}-10$ | $3.427759 \mathrm{E}-04$ | $3.429355 \mathrm{E}-04$ | $4.655365 \mathrm{E}-04$ |
| 0.40 | $2.619345 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $2.619345 \mathrm{E}-10$ | $4.880487 \mathrm{E}-04$ | $4.882813 \mathrm{E}-04$ | $4.762909 \mathrm{E}-04$ |
| 0.60 | $3.092282 \mathrm{E}-10$ | $0.000000 \mathrm{E}+00$ | $3.092282 \mathrm{E}-10$ | $7.285227 \mathrm{E}-04$ | $7.288630 \mathrm{E}-04$ | $4.668328 \mathrm{E}-04$ |
| 0.80 | $3.714376 \mathrm{E}-09$ | $0.000000 \mathrm{E}+00$ | $3.714376 \mathrm{E}-09$ | $1.156626 \mathrm{E}-03$ | $1.157407 \mathrm{E}-03$ | $6.753334 \mathrm{E}-04$ |
| 1.00 | $1.110675 \mathrm{E}-07$ | $0.000000 \mathrm{E}+00$ | $1.110675 \mathrm{E}-07$ | $1.994738 \mathrm{E}-03$ | $2.000000 \mathrm{E}-03$ | $2.631236 \mathrm{E}-03$ |

### 5.2. Numerical example 2: a BVP in infinite multiply-connected domain

Consider an infinite multiply-connected domain containing an circle with radius $r$, which is shown in Figure 6. The boundary conditions are given by

$$
\begin{equation*}
\left.\varphi_{0}\right|_{|z|=r}=\frac{\operatorname{Re} \Gamma_{-1} x_{1}}{r^{2}}+\frac{\operatorname{Im} \Gamma_{-1} x_{2}}{r^{2}}+\operatorname{Re} \Gamma_{1} x_{1}-\operatorname{Im} \Gamma_{1} x_{2}+\operatorname{Re} \Gamma_{0},\left.\quad w(z)\right|_{z \mid=\infty}=\Gamma_{1} z+\Gamma_{0}, \tag{5.7}
\end{equation*}
$$

where $\Gamma_{-1}, \Gamma_{1}$ and $\Gamma_{0}$ are the complex constants, respectively.
The analytical solution for the corresponding boundary conditions is

$$
\begin{equation*}
w(z)=\frac{\Gamma_{-1}}{z}+\Gamma_{1} z+\Gamma_{0}, \tag{5.8}
\end{equation*}
$$



Figure 6. Geometry of an infinite multiply-connected domain.

When $\Gamma_{1}$ and $\Gamma_{0}$ degenerate to zero, the BVP can be solved by the traditional MFS. If they are not zero, the problem should be solved by Eqs (3.25) and (3.26), alternatively. To verify the validation of the presented method, we use traditional MFS and Eq (3.25) to construct the interpolation matrices, respectively. In the numerical calculating, $\Gamma_{-1}=1+2 i, \Gamma_{1}=5+6 i, \Gamma_{0}=3+4 i$ and $r=3$ are used. The numbers of boundary and source nodes are $M=50$ and $N=50$ based on the CA-MFS.

As shown in Tables 5 and 6, the numerical results are failed to approach the analytical solutions. The reason is that the interpolation matrices constructed by Eqs (3.8)-(3.10) do not satisfy the boundary conditions at infinite. From Tables 7 and 8, it is shown that the numerical results are accurate to analytical solutions when the modified boundary of Eq (3.25) are used. The order of error for the numerical results is with maximum magnitude $10^{-5}$, and decreases when the $z$ is far away from the inner circle.

Table 5. Numerical results of $w(z)$ on $x_{2}=0$ by the traditional MFS.

| $\frac{x_{1}-r}{r}$ | $\operatorname{Re}[\hat{w}(z)]$ | $\operatorname{Re}[w(z)]$ | $e_{r}$ | $\operatorname{Im}[\hat{w}(z)]$ | $\operatorname{Im}[w(z)]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $0.0 \mathrm{E}+00$ | $1.833333 \mathrm{E}+01$ | $1.833333 \mathrm{E}+01$ | $1.485159 \mathrm{E}-06$ | $4.339745 \mathrm{E}+01$ | $2.266667 \mathrm{E}+01$ |  |
| $1.0 \mathrm{E}+01$ | $1.094191 \mathrm{E}+01$ | $1.680303 \mathrm{E}+02$ | Failed | $5.915502 \mathrm{E}+01$ | $2.020606 \mathrm{E}+02$ |  |
| $1.0 \mathrm{E}+02$ | $1.575441 \mathrm{E}+01$ | $1.518003 \mathrm{E}+03$ | Failed | $6.055916 \mathrm{E}+01$ | $1.822007 \mathrm{E}+03$ |  |
| $1.0 \mathrm{E}+03$ | $2.188118 \mathrm{E}+01$ | $1.501800 \mathrm{E}+04$ | Failed | $6.071346 \mathrm{E}+01$ | $1.802200 \mathrm{E}+04$ |  |
| $1.0 \mathrm{E}+04$ | $2.815265 \mathrm{E}+01$ | $1.500180 \mathrm{E}+05$ | Failed | $6.072905 \mathrm{E}+01$ | $1.800220 \mathrm{E}+05$ | $/$ |
| $1.0 \mathrm{E}+05$ | $3.443873 \mathrm{E}+01$ | $1.500018 \mathrm{E}+06$ | Failed | $6.073061 \mathrm{E}+01$ | $1.800022 \mathrm{E}+06$ |  |
| $1.0 \mathrm{E}+06$ | $4.072628 \mathrm{E}+01$ | $1.500002 \mathrm{E}+07$ | Failed | $6.073076 \mathrm{E}+01$ | $1.800002 \mathrm{E}+07$ |  |
| $1.0 \mathrm{E}+07$ | $4.701397 \mathrm{E}+01$ | $1.500000 \mathrm{E}+08$ | Failed | $6.073078 \mathrm{E}+01$ | $1.800000 \mathrm{E}+08$ |  |
| $1.0 \mathrm{E}+08$ | $5.330168 \mathrm{E}+01$ | $1.500000 \mathrm{E}+09$ | Failed | $6.073078 \mathrm{E}+01$ | $1.800000 \mathrm{E}+09$ |  |

Table 6. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $x_{2}=0$ by the traditional MFS.

| $\frac{x_{1}-r}{r}$ | $\operatorname{Re}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $0.0 \mathrm{E}+00$ | $-4.200866 \mathrm{E}+00$ | 4.888889 |  | 5.777778 E | 5.777778 |  |
| $1.0 \mathrm{E}+01$ | $4.050843 \mathrm{E}-02$ | 4.999082 |  | $4.775023 \mathrm{E}-02$ | 5.998163 |  |
| $1.0 \mathrm{E}+02$ | $8.511229 \mathrm{E}-03$ | 4.999989 |  | $5.663933 \mathrm{E}-04$ | 5.999978 |  |
| $1.0 \mathrm{E}+03$ | $9.042290 \mathrm{E}-04$ | 5.000000 |  | $5.766240 \mathrm{E}-06$ | 6.000000 |  |
| $1.0 \mathrm{E}+04$ | $9.096372 \mathrm{E}-05$ | 5.000000 | Failed | $5.776622 \mathrm{E}-08$ | 6.000000 | Failed |
| $1.0 \mathrm{E}+05$ | $9.101790 \mathrm{E}-06$ | 5.000000 |  | $5.777662 \mathrm{E}-10$ | 6.000000 |  |
| $1.0 \mathrm{E}+06$ | $9.102332 \mathrm{E}-07$ | 5.000000 |  | $5.777766 \mathrm{E}-12$ | 6.000000 |  |
| $1.0 \mathrm{E}+07$ | $9.102386 \mathrm{E}-08$ | 5.000000 |  | $5.777777 \mathrm{E}-14$ | 6.000000 |  |
| $1.0 \mathrm{E}+08$ | $9.102392 \mathrm{E}-09$ | 5.000000 |  | $5.777778 \mathrm{E}-16$ | 6.000000 |  |

Table 7. Numerical results of $w(z)$ on $x_{2}=0$ by Eqs (3.25) and (3.26).

| $\frac{x_{1}-r}{r}$ | $\operatorname{Re}[\hat{w}(z)]$ | $\operatorname{Re}[w(z)]$ | $e_{r}$ | $\operatorname{Im}[\hat{w}(z)]$ | $\operatorname{Im}[w(z)]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $0.0 \mathrm{E}+00$ | $1.833353 \mathrm{E}+01$ | $1.833333 \mathrm{E}+01$ | $1.090909 \mathrm{E}-05$ | $1.998957 \mathrm{E}+01$ | $2.266667 \mathrm{E}+01$ |  |
| $1.0 \mathrm{E}+01$ | $1.680427 \mathrm{E}+02$ | $1.680303 \mathrm{E}+02$ | $7.383938 \mathrm{E}-05$ | $1.993835 \mathrm{E}+02$ | $2.020606 \mathrm{E}+02$ |  |
| $1.0 \mathrm{E}+02$ | $1.518024 \mathrm{E}+03$ | $1.518003 \mathrm{E}+03$ | $1.357119 \mathrm{E}-05$ | $1.819330 \mathrm{E}+03$ | $1.822007 \mathrm{E}+03$ |  |
| $1.0 \mathrm{E}+03$ | $1.501803 \mathrm{E}+04$ | $1.501800 \mathrm{E}+04$ | $1.924346 \mathrm{E}-06$ | $1.801932 \mathrm{E}+04$ | $1.802200 \mathrm{E}+04$ |  |
| $1.0 \mathrm{E}+04$ | $1.500180 \mathrm{E}+05$ | $1.500180 \mathrm{E}+05$ | $2.480344 \mathrm{E}-07$ | $1.800193 \mathrm{E}+05$ | $1.800220 \mathrm{E}+05 /$ |  |
| $1.0 \mathrm{E}+05$ | $1.500018 \mathrm{E}+06$ | $1.500018 \mathrm{E}+06$ | $3.034666 \mathrm{E}-08$ | $1.800019 \mathrm{E}+06$ | $1.800022 \mathrm{E}+06$ |  |
| $1.0 \mathrm{E}+06$ | $1.500002 \mathrm{E}+07$ | $1.500002 \mathrm{E}+07$ | $3.588766 \mathrm{E}-09$ | $1.800002 \mathrm{E}+07$ | $1.800002 \mathrm{E}+07$ |  |
| $1.0 \mathrm{E}+07$ | $1.500000 \mathrm{E}+08$ | $1.500000 \mathrm{E}+08$ | $4.142840 \mathrm{E}-10$ | $1.800000 \mathrm{E}+08$ | $1.800000 \mathrm{E}+08$ |  |
| $1.0 \mathrm{E}+08$ | $1.500000 \mathrm{E}+09$ | $1.500000 \mathrm{E}+09$ | $4.696941 \mathrm{E}-11$ | $1.800000 \mathrm{E}+09$ | $1.800000 \mathrm{E}+09$ |  |

Table 8. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $x_{2}=0$ by Eqs (3.25) and (3.26).

| $\frac{x_{1}-r}{r}$ | $\operatorname{Re}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z] \operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $e_{r}$ |  |  |  |  |  |  |
| $0.0 \mathrm{E}+00$ | 4.888575 | 4.888889 | $6.422727 \mathrm{E}-05$ | 5.777778 | 5.777778 | 0.000000 |
| $1.0 \mathrm{E}+01$ | 4.999198 | 4.999082 | $2.324384 \mathrm{E}-05$ | 5.998163 | 5.998163 | 0.000000 |
| $1.0 \mathrm{E}+02$ | 5.000001 | 4.999989 | $2.397211 \mathrm{E}-06$ | 5.999978 | 5.999978 | 0.000000 |
| $1.0 \mathrm{E}+03$ | 5.000001 | 5.000000 | $2.405375 \mathrm{E}-07$ | 6.000000 | 6.000000 | 0.000000 |
| $1.0 \mathrm{E}+04$ | 5.000000 | 5.000000 | $2.406198 \mathrm{E}-08$ | 6.000000 | 6.000000 | 0.000000 |
| $1.0 \mathrm{E}+05$ | 5.000000 | 5.000000 | $2.406281 \mathrm{E}-09$ | 6.000000 | 6.000000 | 0.000000 |
| $1.0 \mathrm{E}+06$ | 5.000000 | 5.000000 | $2.406289 \mathrm{E}-10$ | 6.000000 | 6.000000 | 0.000000 |
| $1.0 \mathrm{E}+07$ | 5.000000 | 5.000000 | $2.406289 \mathrm{E}-11$ | 6.000000 | 6.000000 | 0.000000 |
| $1.0 \mathrm{E}+08$ | 5.000000 | 5.000000 | $2.406253 \mathrm{E}-12$ | 6.000000 | 6.000000 | 0.000000 |

### 5.3. Numerical example 3: a BVP in finite multiply-connected domain

Consider a finite square domain with a circular hole, which is shown in Figure 7. Let the side length of the square and radius of the circle be $2 a$ and $r$. The boundary conditions are given as follows

$$
\begin{gather*}
\left.\varphi_{n}\right|_{|x|=r}=0,  \tag{5.9}\\
\left.\varphi_{n}\right|_{x_{1}= \pm a}=\frac{\operatorname{Re} \Gamma\left\{\left[\left(x_{2}\right)^{2}+a^{2}\right]^{2}+r^{2}\left[\left(x_{2}\right)^{2}-a^{2}\right]^{2}\right\} \pm 2 a r^{2} \operatorname{Im} \Gamma x_{2}}{\left[\left(x_{2}\right)^{2}+a^{2}\right]^{2}},  \tag{5.10}\\
\left.\varphi_{n}\right|_{x_{1}= \pm a}=\frac{\operatorname{Re} \Gamma\left\{\left[\left(x_{1}\right)^{2}+a^{2}\right]^{2}+r^{2}\left[\left(x_{1}\right)^{2}-a^{2}\right]^{2}\right\} \pm 2 a r^{2} \operatorname{Im} \Gamma x_{1}}{\left[\left(x_{1}\right)^{2}+a^{2}\right]^{2}}, \tag{5.11}
\end{gather*}
$$

where $\Gamma$ is complex constant.


Figure 7. Geometry of a finite multiply-connected domain.

It is obviously that the boundary conditions are all Neumann types. The corresponding numerical solutions of the approximate function $\hat{w}(z)$ can be only determined to the term $z$ and highers. The analytical solution for the corresponding boundary conditions can be written as

$$
\begin{equation*}
w(z)=\Gamma z+\frac{\bar{\Gamma} r^{2}}{z} \tag{5.12}
\end{equation*}
$$

where the complex constant is neglected.
The boundary condition in Eq (5.9) reveals that we can use the reconstructed fundamental solution of Eq (4.31) to solve this BVP. To compare the validations between the reconstructed and the traditional fundamental solutions, we use Eqs (3.2) and (4.31) to construct the interpolation matrices, respectively. In the numerical calculating, $\Gamma=1+2 i, a=10$ and $r=3$ are used, the numbers of boundary and source nodes are $M=100$ and $N=100$ for the traditional fundamental solution in Eq (3.2), and $M=50$, $N=50$ for the reconstructed fundamental solution in Eq (4.31), respectively.

From Tables 9 and 10, one can see that numerical results derived by the traditional and reconstructed fundamental solutions in Eqs (3.2) and (4.31), both have good accuracy in the
calculations. The difference between these two approaches, is that the numbers of the boundary and fictitious nodes. The order of the interpolation matrix utilizing the reconstructed fundamental solution is only the half of the traditional fundamental solution. We also find that the errors of the reconstructed fundamental solution, are slightly larger than the ones of the traditional fundamental solutions. The magnitudes of errors are tolerable, compared with the cost of calculation.

Table 9. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $x_{2}=0$ by Eq (3.2).

| $\frac{x_{1}-r}{a-r}$ | $\operatorname{Re}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ |  | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $e_{r}$ |  |  |  |  |  |  |
| 0.00 | $-3.529121 \mathrm{E}-14$ | $0.000000 \mathrm{E}+00$ | $3.529121 \mathrm{E}-14$ | 4.000000 | 4.000000 | $2.442491 \mathrm{E}-15$ |
| 0.10 | $3.425858 \mathrm{E}-01$ | $3.425858 \mathrm{E}-01$ | $2.192690 \mathrm{E}-14$ | 3.314828 | 3.314828 | $2.143528 \mathrm{E}-15$ |
| 0.20 | $5.351240 \mathrm{E}-01$ | $5.351240 \mathrm{E}-01$ | $1.310063 \mathrm{E}-14$ | 2.929752 | 2.929752 | $1.061054 \mathrm{E}-15$ |
| 0.30 | $6.539792 \mathrm{E}-01$ | $6.539792 \mathrm{E}-01$ | $9.214851 \mathrm{E}-15$ | 2.692042 | 2.692042 | $2.639420 \mathrm{E}-15$ |
| 0.40 | $7.324614 \mathrm{E}-01$ | $7.324614 \mathrm{E}-01$ | $6.883383 \mathrm{E}-15$ | 2.535077 | 2.535077 | $2.277311 \mathrm{E}-15$ |
| 0.50 | $7.869822 \mathrm{E}-01$ | $7.869822 \mathrm{E}-01$ | $5.329071 \mathrm{E}-15$ | 2.426036 | 2.426036 | $9.152570 \mathrm{E}-16$ |
| 0.60 | $8.263889 \mathrm{E}-01$ | $8.263889 \mathrm{E}-01$ | $4.218847 \mathrm{E}-15$ | 2.347222 | 2.347222 | $2.459571 \mathrm{E}-15$ |
| 0.70 | $8.557923 \mathrm{E}-01$ | $8.557923 \mathrm{E}-01$ | $3.219647 \mathrm{E}-15$ | 2.288415 | 2.288415 | $2.134657 \mathrm{E}-15$ |
| 0.80 | $8.783126 \mathrm{E}-01$ | $8.783126 \mathrm{E}-01$ | $2.553513 \mathrm{E}-15$ | 2.243375 | 2.243375 | $1.781603 \mathrm{E}-15$ |
| 0.90 | $8.959417 \mathrm{E}-01$ | $8.959417 \mathrm{E}-01$ | $1.887379 \mathrm{E}-15$ | 2.208117 | 2.208117 | $2.614518 \mathrm{E}-15$ |
| 1.00 | $9.100000 \mathrm{E}-01$ | $9.100000 \mathrm{E}-01$ | $3.219647 \mathrm{E}-15$ | 2.180000 | 2.180000 | $3.870502 \mathrm{E}-15$ |

Table 10. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $x_{2}=0$ by Eq (4.31).

| $\frac{x_{1}-r}{a-r}$ | $\operatorname{Re}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z] \operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ |  | $e_{r}$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.00 | $-6.418477 \mathrm{E}-17$ | $0.000000 \mathrm{E}+00$ | $6.418477 \mathrm{E}-17$ | 4.000000 | 4.000000 | $9.180434 \mathrm{E}-13$ |
| 0.10 | $3.425858 \mathrm{E}-01$ | $3.425858 \mathrm{E}-01$ | $2.245426 \mathrm{E}-13$ | 3.314828 | 3.314828 | $9.285495 \mathrm{E}-13$ |
| 0.20 | $5.351240 \mathrm{E}-01$ | $5.351240 \mathrm{E}-01$ | $3.368417 \mathrm{E}-13$ | 2.929752 | 2.929752 | $9.546452 \mathrm{E}-13$ |
| 0.30 | $6.539792 \mathrm{E}-01$ | $6.539792 \mathrm{E}-01$ | $3.896883 \mathrm{E}-13$ | 2.692042 | 2.692042 | $9.904422 \mathrm{E}-13$ |
| 0.40 | $7.324614 \mathrm{E}-01$ | $7.324614 \mathrm{E}-01$ | $4.078959 \mathrm{E}-13$ | 2.535077 | 2.535077 | $1.037403 \mathrm{E}-12$ |
| 0.50 | $7.869822 \mathrm{E}-01$ | $7.869822 \mathrm{E}-01$ | $4.160006 \mathrm{E}-13$ | 2.426036 | 2.426036 | $1.096844 \mathrm{E}-12$ |
| 0.60 | $8.263889 \mathrm{E}-01$ | $8.263889 \mathrm{E}-01$ | $4.376499 \mathrm{E}-13$ | 2.347222 | 2.347222 | $1.180216 \mathrm{E}-12$ |
| 0.70 | $8.557923 \mathrm{E}-01$ | $8.557923 \mathrm{E}-01$ | $5.137002 \mathrm{E}-13$ | 2.288415 | 2.288415 | $1.309515 \mathrm{E}-12$ |
| 0.80 | $8.783126 \mathrm{E}-01$ | $8.783126 \mathrm{E}-01$ | $7.241985 \mathrm{E}-13$ | 2.243375 | 2.243375 | $1.536533 \mathrm{E}-12$ |
| 0.90 | $8.959417 \mathrm{E}-01$ | $8.959417 \mathrm{E}-01$ | $1.222689 \mathrm{E}-12$ | 2.208117 | 2.208117 | $1.969939 \mathrm{E}-12$ |
| 1.00 | $9.100000 \mathrm{E}-01$ | $9.100000 \mathrm{E}-01$ | $2.322142 \mathrm{E}-12$ | 2.180000 | 2.180000 | $2.836671 \mathrm{E}-12$ |

Compared to the analytical solution $\partial \varphi / \partial n$ along the circular boundary $z=r e^{i \theta}$, the numerical results $\partial \hat{\varphi}^{(1)} / \partial n$ ( the traditional fundamental solution is used) and $\partial \hat{\varphi}^{(2)} / \partial n$ (the reconstructed fundamental solution is used) are also given in Table 11. As mentioned before, the boundary condition $\partial \hat{\varphi}^{(2)} / \partial n$ will be automatically satisfied when the reconstructed fundamental solution is used. Therefore, we can use the reconstructed fundamental solution to solve these type of BVPs without considering the circular boundary condition in which, calculating cost can be greatly reduced.

Table 11. Numerical results of $\partial \varphi / \partial n$ on $z=r e^{i \theta}$.

| $\theta / \pi$ | $\partial \varphi / \partial n$ | $\partial \hat{\varphi}^{(1)} / \partial n$ | $e_{r}$ | $\partial \hat{\varphi}^{(2)} / \partial n$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 0.000000 | $-4.322864 \mathrm{E}-14$ | $4.322864 \mathrm{E}-14$ | 0.000000 | - |
| -0.8 | 0.000000 | $-1.332268 \mathrm{E}-14$ | $1.332268 \mathrm{E}-14$ | 0.000000 | - |
| -0.6 | 0.000000 | $3.796963 \mathrm{E}-14$ | $3.796963 \mathrm{E}-14$ | 0.000000 | - |
| -0.4 | 0.000000 | $3.427814 \mathrm{E}-14$ | $3.427814 \mathrm{E}-14$ | 0.000000 | - |
| -0.2 | 0.000000 | $-8.326673 \mathrm{E}-15$ | $8.326673 \mathrm{E}-15$ | 0.000000 | - |
| 0.0 | 0.000000 | $-3.529121 \mathrm{E}-14$ | $3.529121 \mathrm{E}-14$ | 0.000000 | - |
| 0.2 | 0.000000 | $-1.643130 \mathrm{E}-14$ | $1.643130 \mathrm{E}-14$ | 0.000000 | - |
| 0.4 | 0.000000 | $3.441691 \mathrm{E}-14$ | $3.441691 \mathrm{E}-14$ | 0.000000 | - |
| 0.6 | 0.000000 | $4.288236 \mathrm{E}-14$ | $4.288236 \mathrm{E}-14$ | 0.000000 | - |
| 0.8 | 0.000000 | $-5.995204 \mathrm{E}-15$ | $5.995200 \mathrm{E}-15$ | 0.000000 | - |
| 1.0 | 0.000000 | $-4.337569 \mathrm{E}-14$ | $4.337569 \mathrm{E}-14$ | 0.000000 | - |

### 5.4. Numerical example 4: a BVP in finite domain with a line crack

As shown in Figure 8, a BVP of circular plate with radius $r$ which contains a line crack situated on the segment $[-r, 0]$, is presented to verify the validation of the conformal mapping in the numerical solution of an analytic function. The parameter $\varepsilon$ in Eq (4.36) degenerates to zero in this case, and the mapping function is $\zeta=i \sqrt{z}$. The whole domain can then be transformed to a semicircle domain with the radius $\sqrt{r}$. Furthermore, the crack in the physical plane is transformed to a line $[-\sqrt{r}, \sqrt{r}]$ located on the real axis $\eta_{1}$ in $\zeta$-plane. The boundary conditions are set to be mixed types as follows

$$
\begin{gather*}
\left.\varphi_{n}\right|_{-r<x_{1} \leq 0, x_{2}=0}=0,  \tag{5.13}\\
\left.\varphi_{0}\right|_{|z|=r}=\Gamma_{1} r \cos (2 \theta)-\Gamma_{2} \sqrt{r} \sin \left(\frac{\theta}{2}\right), \tag{5.14}
\end{gather*}
$$

where $\theta=\arg z, \Gamma_{1}$ and $\Gamma_{2}$ are real constants.



Figure 8. Geometry of a finite domain with a line crack.

The corresponding analytical solution is

$$
\begin{equation*}
w(z)=\Gamma_{1} z^{2}+i \Gamma_{2} \sqrt{z} . \tag{5.15}
\end{equation*}
$$

It is noted that the crack also has the boundary information, where the boundary nodes must be set. On the other hand, the corresponding source nodes should be placed inside the crack based on the MFS. Unfortunately, there is no place to locate the source nodes. Chen and Wang [38] suggested a method named SBM to located the fictitious node on the boundary. We propose another way to avoid this problem by conformal mapping. In the mapped plane, the boundary conditions can be written as follows

$$
\begin{gather*}
\left.\varphi_{n}\right|_{\eta_{1} \mid<\sqrt{r}, \eta_{2}=0}=0  \tag{5.16}\\
\left.\varphi_{0}\right|_{|\zeta|=\sqrt{r}, \eta_{2} \geq 0}=\Gamma_{1} r^{2} \cos (4 \theta)+\Gamma_{2} \sqrt{r} \sin (\theta), \tag{5.17}
\end{gather*}
$$

where $\theta=\arg \zeta$.
According to the boundary conditions in Eq.(5.16), the reconstructed fundamental solution $\mathrm{Eq}(4.39)$ can be applied to solve this BVP in the mapped plane. The numbers of boundary and source nodes are $M=100$ and $N=100$, and $\Gamma_{1}=1, \Gamma_{2}=4, r=25$ are used for the numerical example, respectively. After the BVP being solved in transformed plane, the numerical results in the physical plane can then be given by Eqs (4.16) and (4.17).

As shown in Tables 12 and 13, the relatively maximum error is about $10^{-12}$, which shows that the numerical results agree well with the analytical solution. It is also noted that the boundary nodes are only set on the semicircle except on the crack by using the reconstructed fundamental solution Eq (4.39), which satisfies the boundaries of the crack automatically.

With the help of Eq (4.47), the approximate singularity factor $\mathrm{d} \hat{w}(z) / \mathrm{d} z$ can also be given as $2.00 i / \sqrt{z}$, which satisfies the the singularity of analytical solution $i \Gamma_{2} /(2 \sqrt{z})=2 i / \sqrt{z}$. Therefore, it is shown that the proposed method based on the conformal mapping technique is effective in solving the BVPs of cracks.

Table 12. Numerical results of $w(z)$ on $z=r e^{i \theta} / 2$ by the CA-MFS.

| $\theta / \pi$ | $\operatorname{Re}[\hat{w}(z)]$ | $\operatorname{Re}[w(z)]$ | $e_{r}$ | $\operatorname{Im}[\hat{w}(z)]$ | $\operatorname{Im}[w(z)]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | $1.703921 \mathrm{E}+02$ | $1.703921 \mathrm{E}+02$ | $1.994949 \mathrm{E}-13$ | $1.270890 \mathrm{E}+03$ | $0.000000 \mathrm{E}+00$ |  |
| -0.8 | $6.173388 \mathrm{E}+01$ | $6.173388 \mathrm{E}+01$ | $1.195175 \mathrm{E}-12$ | $1.423863 \mathrm{E}+03$ | $1.529727 \mathrm{E}+02$ |  |
| -0.6 | $-1.149677 \mathrm{E}+02$ | $-1.149677 \mathrm{E}+02$ | $4.212540 \mathrm{E}-13$ | $1.371044 \mathrm{E}+03$ | $1.001540 \mathrm{E}+02$ |  |
| -0.4 | $-1.180964 \mathrm{E}+02$ | $-1.180964 \mathrm{E}+02$ | $1.211750 \mathrm{E}-13$ | $1.190490 \mathrm{E}+03$ | $-8.040022 \mathrm{E}+01$ |  |
| -0.2 | $5.265407 \mathrm{E}+01$ | $5.265407 \mathrm{E}+01$ | $4.349157 \mathrm{E}-12$ | $1.135737 \mathrm{E}+03$ | $-1.351526 \mathrm{E}+02$ |  |
| 0.0 | $1.562500 \mathrm{E}+02$ | $1.562500 \mathrm{E}+02$ | $6.519258 \mathrm{E}-13$ | $1.285032 \mathrm{E}+03$ | $1.414214 \mathrm{E}+01$ | $/$ |
| 0.2 | $4.391375 \mathrm{E}+01$ | $4.391375 \mathrm{E}+01$ | $1.437306 \mathrm{E}-12$ | $1.432943 \mathrm{E}+03$ | $1.620526 \mathrm{E}+02$ |  |
| 0.4 | $-1.347214 \mathrm{E}+02$ | $-1.347214 \mathrm{E}+02$ | $4.451393 \mathrm{E}-14$ | $1.374173 \mathrm{E}+03$ | $1.032827 \mathrm{E}+02$ |  |
| 0.6 | $-1.378501 \mathrm{E}+02$ | $-1.378501 \mathrm{E}+02$ | $3.124014 \mathrm{E}-12$ | $1.187361 \mathrm{E}+03$ | $-8.352891 \mathrm{E}+01$ |  |
| 0.8 | $3.483394 \mathrm{E}+01$ | $3.483394 \mathrm{E}+01$ | $2.714974 \mathrm{E}-12$ | $1.126658 \mathrm{E}+03$ | $-1.442324 \mathrm{E}+02$ |  |
| 1.0 | $1.421079 \mathrm{E}+02$ | $1.421079 \mathrm{E}+02$ | $2.064810 \mathrm{E}-12$ | $1.270890 \mathrm{E}+03$ | $0.000000 \mathrm{E}+00$ |  |

Table 13. Numerical results of $\mathrm{d} w(z) / \mathrm{d} z$ on $z=r e^{i \theta} / 2$ by the CA-MFS.

| $\theta / \pi$ | $\operatorname{Re}[\mathrm{d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Re}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ | $\operatorname{Im}[\mathrm{~d} \hat{w}(z) / \mathrm{d} z]$ | $\operatorname{Im}[\mathrm{d} w(z) / \mathrm{d} z]$ | $e_{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | $-2.556569 \mathrm{E}+01$ | $-2.556569 \mathrm{E}+01$ | $4.974916 \mathrm{E}-14$ | $-4.979869 \mathrm{E}-14$ | $0.000000 \mathrm{E}+00$ | $4.979869 \mathrm{E}-14$ |
| -0.8 | $-2.076342 \mathrm{E}+01$ | $-2.076342 \mathrm{E}+01$ | $2.942996 \mathrm{E}-14$ | $1.451982 \mathrm{E}+01$ | $1.451982 \mathrm{E}+01$ | $8.257957 \mathrm{E}-14$ |
| -0.6 | $-8.183074 \mathrm{E}+00$ | $-8.183074 \mathrm{E}+00$ | $1.015920 \mathrm{E}-13$ | $2.344391 \mathrm{E}+01$ | $2.344391 \mathrm{E}+01$ | $1.909417 \mathrm{E}-14$ |
| -0.4 | $7.392923 \mathrm{E}+00$ | $7.392923 \mathrm{E}+00$ | $2.835280 \mathrm{E}-14$ | $2.331876 \mathrm{E}+01$ | $2.331876 \mathrm{E}+01$ | $1.630191 \mathrm{E}-14$ |
| -0.2 | $2.005062 \mathrm{E}+01$ | $2.005062 \mathrm{E}+01$ | $1.187154 \mathrm{E}-14$ | $1.415663 \mathrm{E}+01$ | $1.415663 \mathrm{E}+01$ | $8.658035 \mathrm{E}-15$ |
| 0.0 | $2.500000 \mathrm{E}+01$ | $2.500000 \mathrm{E}+01$ | $4.831691 \mathrm{E}-15$ | $-5.656854 \mathrm{E}-01$ | $-5.656854 \mathrm{E}-01$ | $1.236252 \mathrm{E}-12$ |
| 0.2 | $2.040023 \mathrm{E}+01$ | $2.040023 \mathrm{E}+01$ | $1.637016 \mathrm{E}-14$ | $-1.523263 \mathrm{E}+01$ | $-1.523263 \mathrm{E}+01$ | $2.413935 \mathrm{E}-14$ |
| 0.4 | $8.057926 \mathrm{E}+00$ | $8.057926 \mathrm{E}+00$ | $6.260734 \mathrm{E}-14$ | $-2.423406 \mathrm{E}+01$ | $-2.423406 \mathrm{E}+01$ | $1.466000 \mathrm{E}-15$ |
| 0.6 | $-7.267776 \mathrm{E}+00$ | $-7.267776 \mathrm{E}+00$ | $3.055193 \mathrm{E}-14$ | $-2.410891 \mathrm{E}+01$ | $-2.410891 \mathrm{E}+01$ | $2.313568 \mathrm{E}-14$ |
| 0.8 | $-1.968743 \mathrm{E}+01$ | $-1.968743 \mathrm{E}+01$ | $2.941432 \mathrm{E}-14$ | $-1.486944 \mathrm{E}+01$ | $-1.486944 \mathrm{E}+01$ | $1.780008 \mathrm{E}-14$ |
| 1.0 | $-2.443431 \mathrm{E}+01$ | $-2.443431 \mathrm{E}+01$ | $1.177728 \mathrm{E}-14$ | $4.972941 \mathrm{E}-14$ | $0.000000 \mathrm{E}+00$ | $4.972941 \mathrm{E}-14$ |

## 6. Conclusions

This study extends the traditional MFS to RF-MFS and CA-MFS in solving the analytic functions by considering the Cauchy-Riemann equations and the properties of the harmonic functions. The method developed in this paper shares the merits of traditional MFS, and does not induce the multi-valuedness problem, which simplifies the analysis of the BVPs for analytic functions. The RF-MFS utilizes the boundary conditions of real and imaginary parts of $w(z)$ to solve analytic functions in real domain. The CA-MFS only involves the boundary condition of $w(z)$ directly, by considering the conjugate properties of harmonic functions. These two methods are both valid for the BVPs of analytic function $w(z)$, which can meet the requirement of conciseness and reliability. It is suggested that the CA-MFS is preferred to be used for efficiency and easy-using.

Furthermore, the conformal mapping technique is introduced to solve the BVPs. Based on this technique, it is more convenient to solve the crack BVPs and give more information of the numerical results (e.g., singularity properties), whereas the traditional MFS cant. In addition, the conformal mapping technique can easily give the reconstructed fundamental solutions, which can be used in solving the specified BVPs (e.g., symmetric and hole boundaries).

Four numerical examples are given to illustrate the validity and accuracy of the developed method. The obtained numerical solutions agree pretty well with the analytical functions. As an extension of the traditional MFS, the RF-MFS and CA-MFS can be applied to solve the BVPs of analytic functions for two dimensional problems.
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