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#### Abstract

We investigate the existence of solutions for a Caputo fractional differential equation with periodic boundary condition. Using the positivity of Green's function of the corresponding linear equation, we show the existence of positive solutions by using Krasnosel'skii fixed point theorem. Meanwhile, by using monotone iterative method and lower and upper solutions method, we also discuss the existence of extremal solutions for a special case.
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## 1. Introduction

This article is devoted to the following nonlinear fractional differential equation with periodic boundary condition

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} x(t)-\lambda x(t)=f(t, x(t)), 0<t \leq \omega,  \tag{1.1}\\
x(0)=x(\omega),
\end{array}\right.
$$

where $\lambda \leq 0,0<\alpha \leq 1$ and ${ }^{c} D_{0^{+}}^{\alpha}$ is Caputo fractional derivative

$$
{ }^{c} D_{0^{+}}^{\alpha} x(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} x^{\prime}(s) d s
$$

Differential equations of fractional order occur more frequently on different research areas and engineering, such as physics, economics, chemistry, control theory, etc. In recent years, boundary value problems for fractional differential equation have become a hot research topic, see [2-7,9-13,15$21,24,25]$. In [27], Zhang studied the boundary value problem for nonlinear fractional differential
equation

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} u(t)=f(t, u(t)), 0<t<1,  \tag{1.2}\\
u(0)+u^{\prime}(0)=0, u(1)+u^{\prime}(1)=0,
\end{array}\right.
$$

where $1<\alpha \leq 2, f:[0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ is continuous and ${ }^{c} D_{0^{+}}^{\alpha}$ is Caputo fractional derivative

$$
{ }^{c} D_{0^{+}}^{\alpha} u(t)=\frac{1}{\Gamma(2-\alpha)} \int_{0}^{t}(t-s)^{1-\alpha} u^{\prime \prime}(s) d s .
$$

The author obtained the existence of the positive solutions by using the properties of the Green function, Guo-Krasnosel'skill fixed point theorem and Leggett-Williams fixed point theorem.

Ahmad and Nieto [1] studied the anti-periodic boundary value problem of fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{q} u(t)=f(t, u(t)), 0 \leq t \leq T, 1<q \leq 2,  \tag{1.3}\\
u(0)=-u(T),{ }^{c} D_{0^{+}}^{p} u(0)=-{ }^{c} D_{0^{+}}^{p} u(T), 0<p<1,
\end{array}\right.
$$

where $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. The authors obtained some existence and uniqueness results by applying fixed point principles. The anti-periodic boundary value condition in this article corresponds to the anti-periodic condition $u(0)=-u(T), u^{\prime}(0)=-u^{\prime}(T)$ in ordinary differential equation.

In [26], Zhang studied the following fractional differential equation

$$
\left\{\begin{array}{l}
D_{0^{\prime}}^{\delta} u(t)=f(t, u), 0<t \leq T,  \tag{1.4}\\
\lim _{t \rightarrow 0^{+}} t^{1-\alpha} u(t)=u_{0},
\end{array}\right.
$$

where $0<\delta<1, T>0, u_{0} \in \mathbb{R}$ and $D_{0^{+}}^{\delta}$ is Riemann-Liouville fractional derivative

$$
D_{0^{+}}^{\delta} u(t)=\frac{1}{\Gamma(1-\delta)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-\delta} u(s) d s .
$$

The author obtained the existence and uniqueness of the solutions by the method of upper and lower solutions and monotone iterative method.

In [7], Belmekki, Nieto and Rodriguez-Lopez studied the following equation

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\delta} u(t)-\lambda u(t)=f(t, u(t)), 0<t \leq 1,  \tag{1.5}\\
\lim _{t \rightarrow 0^{+}} t^{1-\delta} u(t)=u(1),
\end{array}\right.
$$

where $0<\delta<1, \lambda \in \mathbb{R}, f$ is continuous. The authors obtained the existence and uniqueness of the solutions by using the fixed point theorem. Cabada and Kisela [8] studied the following equation

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\delta} u(t)-\lambda u(t)=f\left(t, t^{1-\alpha} u(t)\right), 0<t \leq 1,  \tag{1.6}\\
\lim _{t \rightarrow 0^{+}} t^{1-\delta} u(t)=u(1),
\end{array}\right.
$$

where $0<\delta<1, \lambda \neq 0(\lambda \in \mathbb{R}), f$ is continuous. The authors studied the existence and uniqueness of periodic solutions by using Krasnosel'skii fixed point theorem and monotone iterative method. In [7, 8], the boundary condition $\lim _{t \rightarrow 0^{+}} t^{1-\delta} u(t)=u(1)$ was called as periodic boundary value condition of Riemann-Liouville fractional differential equation, which is different from the periodic condition for ordinary differential equation. The boundary value condition $u(0)=u(1)$ is not suitable for RiemannLiouville fractional differential equation.

For the ordinary differential equation, the periodic boundary value problem is closely related to the periodic solution. For the Caputo fractional differential equation, the periodic boundary value condition $u(0)=u(w)$ is meaningful. As far as we know, few work involves the periodic boundary value problem for Caputo fractional. The aim of this paper is to show the existence of positive solutions of (1.1) by using Krasnosel'skii fixed point theorem. Meanwhile, we also use the monotone iterative method to study the extremal solutions problem

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} u(t)=f(t, u(t)), 0<t \leq \omega,  \tag{1.7}\\
u(0)=u(\omega) .
\end{array}\right.
$$

The paper is organized as follows. In Section 2, we recall and derive some results on Mittag-Leffler functions. In Section 3, we use the Laplace transform to obtain the solution of a linear problem and discuss some properties of Green's function. In Section 4, the existence of positive solution is studied by using the Krasnosel'skii fixed point theorem. In Section 5, the existence of extremal solutions is proved by utilizing the monotone iterative technique. Section 6 is conclusion of the paper.

## 2. Preliminaries

A key role in the theory of linear fractional differential equation is played by the well-known twoparameter Mittag-Leffler function

$$
\begin{equation*}
E_{\alpha, \beta}(z)=\Sigma_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad z \in \mathbb{R}, \alpha, \beta>0 \tag{2.1}
\end{equation*}
$$

We recall and derive some of their properties and relationships summarized in the following.
Proposition 2.1. Let $\alpha \in(0,1], \beta>0, \lambda \in \mathbb{R}$ and $\xi>0$. Then it holds
$\left(C_{1}\right) \lim _{t \rightarrow 0^{+}} E_{\alpha, \beta}\left(\lambda t^{\alpha}\right)=\frac{1}{\Gamma(\beta)}, \lim _{t \rightarrow 0^{+}} E_{\alpha, 1}\left(\lambda t^{\alpha}\right)=1$.
(C2) $E_{\alpha, \alpha+1}\left(\lambda t^{\alpha}\right)=\lambda^{-1} t^{-\alpha}\left(E_{\alpha, 1}\left(\lambda t^{\alpha}\right)-1\right)$.
( $\left.C_{3}\right) E_{\alpha, \alpha}\left(\lambda t^{\alpha}\right)>0, E_{\alpha, 1}\left(\lambda t^{\alpha}\right)>0$ for all $t \geq 0$.
( $\left.C_{4}\right) E_{\alpha, \alpha}\left(\lambda t^{\alpha}\right)$ is decreasing in $t$ for $\lambda<0$ and increasing for $\lambda>0$ for all $t>0$.
(C5) $E_{\alpha, 1}\left(\lambda t^{\alpha}\right)$ is decreasing in $t$ for $\lambda<0$ and increasing for $\lambda>0$ for all $t>0$.
(C6) $\int_{0}^{\xi} t^{\beta-1} E_{\alpha, \beta}\left(\lambda t^{\alpha}\right) d t=\xi^{\beta} E_{\alpha, \beta+1}\left(\lambda \xi^{\alpha}\right)$.
Proof. $\left(C_{1}\right)$ It is obtained by an immediate calculation from (2.1).
$\left(C_{2}\right)$ By (2.1), we get

$$
\begin{gathered}
E_{\alpha, 1}\left(\lambda t^{\alpha}\right)=\Sigma_{k=0}^{\infty} \frac{\left(\lambda t^{\alpha}\right)^{k}}{\Gamma(\alpha k+1)}=1+\frac{\lambda t^{\alpha}}{\Gamma(\alpha+1)}+\frac{\left(\lambda t^{\alpha}\right)^{2}}{\Gamma(2 \alpha+1)}+\frac{\left(\lambda t^{\alpha}\right)^{3}}{\Gamma(3 \alpha+1)}+\cdots \\
E_{\alpha, \alpha+1}\left(\lambda t^{\alpha}\right)=\Sigma_{k=0}^{\infty} \frac{\left(\lambda t^{\alpha}\right)^{k}}{\Gamma(\alpha k+\alpha+1)}=\frac{1}{\Gamma(\alpha+1)}+\frac{\lambda t^{\alpha}}{\Gamma(2 \alpha+1)}+\frac{\left(\lambda t^{\alpha}\right)^{2}}{\Gamma(3 \alpha+1)}+\cdots
\end{gathered}
$$

Hence,

$$
E_{\alpha, \alpha+1}\left(\lambda t^{\alpha}\right)=\lambda^{-1} t^{-\alpha}\left(E_{\alpha, 1}\left(\lambda t^{\alpha}\right)-1\right) .
$$

$\left(C_{3}\right)$ It follows from [23, Lemma 2.2].
$\left(C_{4}\right)$ It follows from [8, Proposition 1].
$\left(C_{5}\right)$ By a direct calculation, we get

$$
\frac{d}{d t} E_{\alpha, 1}\left(\lambda t^{\alpha}\right)=\lambda t^{\alpha-1} E_{\alpha, \alpha}\left(\lambda t^{\alpha}\right),
$$

since $\alpha \in(0,1], t>0$ and $E_{\alpha, \alpha}\left(\lambda t^{\alpha}\right)$ is positive by Proposition $\left(C_{3}\right)$, the assertion is proved. $\left(C_{6}\right)$ It follows from (1.99) of [20].

## 3. Linear problem

In this section, we deal with the linear case that $f(t, x)=f(t)$ is a continuous function by mean of the Laplace transform for caputo fractional derivative

$$
\begin{equation*}
\left(L^{c} D_{0^{+}}^{\alpha} x\right)(s)=s^{\alpha} X(s)-s^{\alpha-1} x(0), 0<\alpha \leq 1, \tag{3.1}
\end{equation*}
$$

where $L$ denotes the Laplace transform operator, $X(s)$ denotes the Laplace transform of $x(t)$.
From Lemma 3.2 of [14], we get

$$
\begin{equation*}
\left(L E_{\alpha}\left(\lambda t^{\alpha}\right)\right)(s)=\frac{s^{\alpha-1}}{s^{\alpha}-\lambda}, \operatorname{Re}(s)>0, \lambda \in \mathbb{C},\left|\lambda s^{-\alpha}\right|<1, \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(L t^{\beta-1} E_{\alpha, \beta}\left(\lambda t^{\alpha}\right)\right)(s)=\frac{s^{\alpha-\beta}}{s^{\alpha}-\lambda}, \operatorname{Re}(s)>0, \lambda \in \mathbb{C},\left|\lambda s^{-\alpha}\right|<1 . \tag{3.3}
\end{equation*}
$$

We do Laplace transform to the equation

$$
\begin{equation*}
{ }^{c} D_{0^{+}}^{\alpha} x(t)-\lambda x(t)=f(t), \quad x(0)=x(\omega) . \tag{3.4}
\end{equation*}
$$

By (3.1), we obtain

$$
\begin{gathered}
s^{\alpha} X(s)-\lambda X(s)=F(s)+x(0) \cdot s^{\alpha-1}, \\
X(s)=\frac{F(s)}{s^{\alpha}-\lambda}+\frac{s^{\alpha-1}}{s^{\alpha}-\lambda} \cdot x(0),
\end{gathered}
$$

where $F$ denotes the Laplace transform of $f$. By (3.2) and (3.3), we obtain that

$$
\begin{equation*}
x(t)=\int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right) f(s) d s+x(0) \cdot E_{\alpha, 1}\left(\lambda t^{\alpha}\right) . \tag{3.5}
\end{equation*}
$$

Hence,

$$
x(\omega)=x(0) E_{\alpha, 1}\left(\lambda w^{\alpha}\right)+\int_{0}^{\omega}(\omega-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right) f(s) d s=x(0),
$$

which implies that

$$
x(0)=\frac{\int_{0}^{\omega}(\omega-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right) f(s) d s}{1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)}
$$

if $E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) \neq 1$. Therefore, if $E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) \neq 1$, the solution of the problem (3.4) is

$$
x(t)=\frac{\int_{0}^{\omega}(\omega-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right) f(s) d s}{1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)} \cdot E_{\alpha, 1}\left(\lambda t^{\alpha}\right)+\int_{0}^{t} \frac{E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right)}{(t-s)^{1-\alpha}} f(s) d s
$$

$$
\begin{aligned}
= & \int_{0}^{t} \frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right)}{\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)\right)(\omega-s)^{1-\alpha}} f(s) d s+\int_{0}^{t} \frac{E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right)}{(t-s)^{1-\alpha}} f(s) d s \\
& +\int_{t}^{\omega} \frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right)}{\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)\right)(\omega-s)^{1-\alpha}} f(s) d s .
\end{aligned}
$$

Theorem 3.1. Let $E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) \neq 1$, the periodic boundary value problem (3.4) has a unique solution given by

$$
x(t)=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s) f(s) d s,
$$

where

Remark 3.2. The unique solution $x$ of (3.4) is continuous on $[0, \omega]$.
Lemma 3.3. Let $0<\alpha \leq 1, \lambda \neq 0$ and $\operatorname{sign}(\eta)$ denotes the signum function. Then
$\left(F_{1}\right) \lim _{t \rightarrow 0^{+}} G_{\alpha, \lambda}(t, s)=\frac{E_{\alpha,( }\left(\lambda(\omega-s)^{\alpha}\right)}{\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)(\omega)-s\right)^{1-\alpha}}$ for any fixed $s \in[0, \omega)$,
$\left(F_{2}\right) \lim _{s \rightarrow \omega^{-}} G_{\alpha, \lambda}(t, s)=\operatorname{sign}(-\lambda) \cdot \infty$ for any fixed $t \in[0, \omega]$,
( $F_{3}$ ) $\lim _{t \rightarrow s^{+}} G_{\alpha, \lambda}(t, s)=\infty$ for any fixed $s \in[0, \omega)$,
( $F_{4}$ ) $G_{\alpha, \lambda}(t, s)>0$ for $\lambda<0$ and for all $t \in[0, \omega]$ and $s \in[0, \omega)$,
$\left(F_{5}\right) G_{\alpha, \lambda}(t, s)$ changes its sign for $\lambda>0$ for $t \in[0, \omega]$ and $s \in[0, \omega)$.
Proof. ( $F_{1}$ ) When $0 \leq t \leq s<\omega$, by Proposition $2.1\left(C_{1}\right)$ we can get ( $F_{1}$ ).
$\left(F_{2}\right)$ When $0 \leq t \leq s<\omega$, it follows by Proposition $2.1\left(C_{5}\right)$ that $1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)$ is positive for $\lambda<0$ and negative for $\lambda>0$. The unboundedness is implied by continuity of Mittag-Leffler function, Proposition $2.1\left(C_{1}\right)$ and the relation $\lim _{t \rightarrow 0^{+}} t^{-r}=\infty$ for $r>0$.
$\left(F_{3}\right)$ When $0 \leq s<t \leq \omega$, the first term of (3.6) is finite due to the continuity of the involved functions. And by a similar argument as in the previous point of this proof we have the second term tends to infinity.
$\left(F_{4}\right)$ It is obtained by the positivity of all involved functions (Proposition $2.1\left(C_{3}\right)$ ) and the inequation $1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)>0$ for $\lambda<0$.
( $F_{5}$ ) When $0 \leq s<t \leq \omega$, the second term of (3.6) is positive due to

$$
\lim _{s \rightarrow t^{-}}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right)=+\infty
$$

and by the positivity of all involved functions (Proposition $2.1\left(C_{3}\right)$ ) we get the proof. When $0 \leq t \leq$ $s<\omega$, it is obtained by $1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)<0$ for $\lambda>0$ and the positivity of all involved functions (Proposition $2.1\left(C_{3}\right)$ ).

Proposition 3.4. Let $\alpha \in(0,1]$ and $\lambda<0$. Then the Green's function (3.6) satisfies
$\left(K_{1}\right) G_{\alpha, \lambda}(t, s) \geq m=: \frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{|\lambda| \omega E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right)}>0$,
$\left(K_{2}\right) \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) d s=M=: \frac{1}{|\lambda|}$ for all $t \in[0, \omega]$.

Proof. ( $K_{1}$ ) For $0 \leq t \leq s<\omega$, we deduce from Proposition $2.1\left(C_{4}\right)$, $\left(C_{5}\right)$ that $G_{\alpha, \lambda}$ has the minimum on the line $t=s$. Hence,

$$
\begin{aligned}
G_{\alpha, \lambda}(t, s) & \geq G_{\alpha, \lambda}(t, t)=\frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda(\omega-t)^{\alpha}\right)}{\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)\right)(\omega-t)^{1-\alpha}} \\
& \geq \frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)\right) \omega^{1-\alpha}} \\
& =\frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{\left[1-\left(E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right) \lambda \omega^{\alpha}+1\right)\right] \omega^{1-\alpha}} \\
& =\frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{|\lambda| \omega E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right)}
\end{aligned}
$$

For $0 \leq s<t \leq \omega$, we have

$$
G_{\alpha, \lambda}(t, s) \geq \frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{|\lambda| \omega E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right)}+\frac{E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{\omega^{1-\alpha}} \geq \frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right)}{|\lambda| \omega E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right)} .
$$

$\left(K_{2}\right)$ Employing Proposition 2.1, we get

$$
\begin{aligned}
\int_{0}^{\omega} G_{\alpha, \lambda}(t, s) d s= & \int_{0}^{\omega} \frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right)}{(\omega-s)^{1-\alpha}\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)\right)} d s+\int_{0}^{t} \frac{E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right)}{(t-s)^{1-\alpha}} d s \\
= & \frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right)}{1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)} \int_{0}^{\omega}(\omega-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right) d s \\
& +\int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right) d s \\
= & \frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right)}{1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)} \cdot \omega^{\alpha} E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right)+t^{\alpha} E_{\alpha, \alpha+1}\left(\lambda t^{\alpha}\right) \\
= & \frac{\left.E_{\alpha, 1} \lambda t^{\alpha}\right)}{1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)} \cdot \omega^{\alpha} \cdot \lambda^{-1} \omega^{-\alpha}\left(E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)-1\right) \\
& +t^{\alpha} \cdot \lambda^{-1} t^{-\alpha}\left(E_{\alpha, 1}\left(\lambda t^{\alpha}\right)-1\right) \\
= & \frac{1}{|\lambda|}
\end{aligned}
$$

which completes the proof.

## 4. Existence of positive solution

Let $C[0, \omega]$ be the space continuous function on $[0, \omega]$ with the norm $\|x\|=\sup \{|x(t)|: t \in[0, \omega]\}$. In this section, we always assume that $\lambda<0$. Clearly, $x$ is a solution of (1.1) if and only if

$$
\begin{equation*}
x(t)=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s) f(s, x(s)) d s, \tag{4.1}
\end{equation*}
$$

where $G_{\alpha, \lambda}$ is Green's function defined in Theorem 3.1.
The following famous Krasnosel'skii fixed point theorem, which is main tool of this section.

Theorem 4.1. [22] Let B be a Banach space, and let $P \subset B$ be a cone. Assume $\Omega_{1}, \Omega_{2}$ two open and bounded subsets of $B$ with $0 \in \Omega_{1}, \Omega_{1} \subset \Omega_{2}$ and let $A: P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow P$ be a completely continuous operator such that one of the following conditions is satisfied:
( $L_{1}$ ) $\|A x\| \leq\|x\|$, if $x \in P \cap \partial \Omega_{1}$, and $\|A x\| \geq\|x\|$, if $x \in P \cap \partial \Omega_{2}$,
( $L_{2}$ ) $\|A x\| \geq\|x\|$, if $x \in P \cap \partial \Omega_{1}$, and $\|A x\| \leq\|x\|$, if $x \in P \cap \partial \Omega_{2}$.
Then, $A$ has at least one fixed point in $P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.
Proposition 4.2. Assume that there exist $0<r<R, 0<c_{1}<c_{2}$ such that

$$
\begin{gather*}
f:[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} r, R\right] \rightarrow \mathbb{R} \text { is continuous, }  \tag{4.2}\\
c_{1} \leq f(t, u) \leq c_{2}, \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} r, R\right] . \tag{4.3}
\end{gather*}
$$

Let $P \subset C[0, \omega]$ be the cone

$$
P=\left\{x \in C[0, \omega]: \min _{t \in[0, \omega]} x(t) \geq \frac{m c_{1} \omega}{M c_{2}}\|x\|\right\} .
$$

Then the operator $A: \bar{P}_{R} \backslash P_{r} \rightarrow P$ given by

$$
\begin{equation*}
A x(t)=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s) f(s, x(s)) d s \tag{4.4}
\end{equation*}
$$

is completely continuous, where $P_{l}=\{u \in P:\|u\|<l\}$.
Proof. Let $x \in \bar{P}_{R} \backslash P_{r}$, then

$$
\begin{equation*}
\frac{m c_{1} \omega}{M c_{2}} r \leq x(t) \leq R \text { for all } t \in[0, \omega] . \tag{4.5}
\end{equation*}
$$

We first show that $A$ is well-defined, i.e. that $A: \bar{P}_{R} \backslash P_{r} \rightarrow P$. Note that

$$
\begin{align*}
A x(t)= & \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) f(s, x(s)) d s \\
= & \int_{0}^{\omega} \frac{E_{\alpha, 1}\left(\lambda t^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda(\omega-s)^{\alpha}\right)}{(\omega-s)^{1-\alpha}\left(1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)\right)} f(s, x(s)) d s \\
& +\int_{0}^{t} \frac{E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right)}{(t-s)^{1-\alpha}} f(s, x(s)) d s \\
= & k q(\omega) E_{\alpha, 1}\left(\lambda t^{\alpha}\right)+q(t), \tag{4.6}
\end{align*}
$$

where $k=\frac{1}{1-E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)}$ and

$$
q(t)= \begin{cases}\int_{0}^{t} \frac{E_{\alpha,(\alpha}\left(\lambda(t-s)^{\alpha}\right)}{(t-s)^{1-\alpha}} f(s, x(s)) d s, & 0<t \leq \omega,  \tag{4.7}\\ 0, & t=0 .\end{cases}
$$

Clearly, for $t \in(0, \omega]$

$$
\begin{equation*}
0<q(t) \leq c_{2} \int_{0}^{t} \frac{E_{\alpha, \alpha}\left(\lambda(t-s)^{\alpha}\right)}{(t-s)^{1-\alpha}} d s \leq \frac{c_{2}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s=\frac{c_{2}}{\Gamma(\alpha+1)} t^{\alpha}, \tag{4.8}
\end{equation*}
$$

which implies that $q$ is continuous at $t=0$. On the other hand,

$$
\begin{aligned}
q(t)= & \sum_{k<\frac{1}{\alpha}-1} \lambda^{k} \int_{0}^{t} \frac{(t-s)^{\alpha k+\alpha-1}}{\Gamma(\alpha k+\alpha)} f(s, x(s)) d s \\
& +\int_{0}^{t} \sum_{k \geq \frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)}(t-s)^{\alpha k+\alpha-1} f(s, x(s)) d s \\
= & \sum_{k<\frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)} \int_{0}^{t} u^{\alpha k+\alpha-1} f(t-u, x(t-u)) d u \\
& +\int_{0}^{t} \sum_{k \geq \frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)}(t-s)^{\alpha k+\alpha-1} f(s, x(s)) d s \\
= & H_{1}(t)+H_{2}(t),
\end{aligned}
$$

where

$$
\begin{aligned}
& H_{1}(t)=\sum_{k<\frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)} \int_{0}^{t} u^{\alpha k+\alpha-1} f(t-u, x(t-u)) d u, \\
& H_{2}(t)=\int_{0}^{t} \sum_{k \geq \frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)}(t-s)^{\alpha k+\alpha-1} f(s, x(s)) d s .
\end{aligned}
$$

Since

$$
\begin{aligned}
\left|u^{\alpha k+\alpha-1} f(t-u, x(t-u))\right| & \leq c_{2} u^{\alpha k+\alpha-1}, u>0, t \in(0, \omega], x \in \bar{P}_{R} / P_{r}, \\
\left|\frac{\lambda^{k}(t-s)^{\alpha k+\alpha-1}}{\Gamma(\alpha k+\alpha)} f(s, x(s))\right| & \leq \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)} t^{\alpha k+\alpha-1} c_{2}, 0 \leq s \leq t, x \in \bar{P}_{R} / P_{r}, \\
\int_{0}^{t} u^{\alpha k+\alpha-1} d u & <+\infty, t \in(0, \omega], \\
\sum_{k \geq \frac{1}{\alpha}-1} \frac{\lambda^{k} t^{\alpha k+\alpha-1}}{\Gamma(\alpha k+\alpha)} & <+\infty, t \in(0, \omega],
\end{aligned}
$$

we obtain that $H_{1} \in C[0, \omega]$ and

$$
H_{2}(t)=\sum_{k \geq \frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)} \int_{0}^{t}(t-s)^{\alpha k+\alpha-1} f(s, x(s)) d s=: \sum_{k \geq \frac{1}{\alpha}-1} \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)} u_{k}(t) .
$$

Noting that $u_{k} \in C(0, \omega]$

$$
\left|u_{k}(t)\right| \leq c_{2} \frac{\omega^{\alpha k+\alpha}}{\alpha k+\alpha}, t \in(0, \omega], \quad \sum \frac{\lambda^{k}}{\Gamma(\alpha k+\alpha)} \frac{\omega^{\alpha k+\alpha}}{\alpha k+\alpha}<+\infty,
$$

we have $H_{2} \in C(0, \omega]$. Hence, $q \in C[0, \omega]$.
Moreover,

$$
\begin{align*}
\frac{m c_{1} \omega}{M c_{2}}\|A x\| & =\frac{m c_{1} \omega}{M c_{2}} \sup \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) f(s, x(s)) d s \\
& \leq \frac{m c_{1} \omega}{M} \sup \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) d s=m c_{1} \omega \\
& \leq \min \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) f(s, x(s)) d s=\min _{t \in[0, \omega]} A x(t), \tag{4.9}
\end{align*}
$$

which means that $A: \bar{P}_{R} \backslash P_{r} \rightarrow P$.
Next, we show that $A$ is continuous on $\bar{P}_{R} \backslash P_{r}$. Let $x_{n}, x \in \bar{P}_{R} \backslash P_{r}$ and $\left\|x_{n}-x\right\| \rightarrow 0$. From (4.2), we have $\left\|f\left(t, x_{n}(t)\right)-f(t, x(t))\right\| \rightarrow 0$,

$$
\begin{aligned}
\left\|A x_{n}-A x\right\|= & \sup _{t \in[0, \omega]}\left|\int_{0}^{\omega} G_{\alpha, \lambda}(t, s)(f(s, x(s))-f(s, y(s))) d s\right| \\
& \leq \sup _{t \in[0, \omega]} \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) d s\left\|f\left(t, x_{n}(t)\right)-f(t, x(t))\right\| \\
& \leq M\left\|f\left(t, x_{n}(t)\right)-f(t, x(t))\right\| \rightarrow 0
\end{aligned}
$$

which implies that $A$ is continuous. From (4.6), we get that $A x(t)$ is uniformly bounded. Finally, we show that $\left\{A x \mid x \in \bar{P}_{R} / P_{r}\right\}$ is an equicontinuity in $C[0, \omega]$. By (4.6), we have

$$
\begin{aligned}
\left|A x\left(t_{1}\right)-A x\left(t_{2}\right)\right| & =\left|\int_{0}^{\omega}\left(G_{\alpha, \lambda}\left(t_{1}, s\right)-G_{\alpha, \lambda}\left(t_{2}, s\right)\right) f(s, x(s)) d s\right| \\
& \leq k q(\omega)\left|E_{\alpha, 1}\left(\lambda t_{1}^{\alpha}\right)-E_{\alpha, 1}\left(\lambda t_{2}^{\alpha}\right)\right|+\left|q\left(t_{1}\right)-q\left(t_{2}\right)\right| .
\end{aligned}
$$

Since $E_{\alpha, 1}\left(\lambda t^{\alpha}\right) \in C[0, \omega], q(t) \in C[0, \omega]$ are uniformly continuous, $\left|E_{\alpha, 1}\left(\lambda t_{1}^{\alpha}\right)-E_{\alpha, 1}\left(\lambda t_{2}^{\alpha}\right)\right|$ and $\mid q\left(t_{1}\right)-$ $q\left(t_{2}\right) \mid$ tend to zero as $\left|t_{1}-t_{2}\right| \rightarrow 0$. Hence, $\left\{A x(t) \mid x \in \bar{P}_{R} \backslash P_{r}\right\}$ is equicontinuous in $C[0, \omega]$.

Finally, by Arzela-Ascoli theorem, we can obtain that $A$ is compact. Hence, it is completely continuous.

Theorem 4.3. Assume that there exist $0<r<R, 0<c_{1}<c_{2}$ such that (4.2) and (4.3) hold. Further suppose one of the following conditions is satisfied
(i) $\begin{aligned} f(t, u) & \geq \frac{M c_{2}}{m^{2} \omega^{2} c_{1}} u, \quad \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} r, r\right], \\ f(t, u) & \leq \lambda \mid u, \quad \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} R, R\right], \\ \text { (ii) } f(t, u) & \leq|\lambda| u, \quad \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} r, r\right], \\ f(t, u) & \geq \frac{M c_{2}}{m^{2} \omega^{2} c_{1}} u, \quad \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} R, R\right] .\end{aligned}$

Then (1.1) has at least a positive solution $x$ with $r \leq\|x\| \leq R$.
Proof. Here we only consider the case (i). By Proposition 4.2, $A: \bar{P}_{R} \backslash P_{r} \rightarrow P$ is completely continuous. For $x \in \partial P_{r}$, we have

$$
\|x\|=r, \frac{m c_{1} \omega}{M c_{2}} r \leq x(t) \leq r, \forall t \in[0, \omega]
$$

and

$$
A x(t) \geq m \int_{0}^{\omega} f(s, x(s)) d s \geq \frac{M c_{2}}{m \omega^{2} c_{1}} \int_{0}^{\omega} x(s) d s \geq r=\|x\| .
$$

Similarly, if $x \in \partial P_{R}$,

$$
\begin{gathered}
\frac{m c_{1} \omega}{M c_{2}} R \leq x(t) \leq R, \quad t \in[0, \omega], \\
0 \leq A x(t) \leq \int_{0}^{\omega} G_{\alpha, \lambda}(t, s)|\lambda| x(s) d s \leq|\lambda| R \int_{0}^{\omega} G_{\alpha, \lambda}(t, s) d s=R=\|x\| .
\end{gathered}
$$

By Theorem 4.1, there exists $x \in \bar{P}_{R} \backslash P_{r}$ such that $A x=x$ and $x$ is a solution of (1.1). Moreover,

$$
\frac{m c_{1} \omega}{M c_{2}} r \leq x(t) \leq R .
$$

Corollary 4.4. Let $c_{1}<c_{2}$ be positive reals and $f(t, x)$ satisfy the conditions
(i) $c_{1} \leq f(t, x) \leq c_{2}$ for all $x \geq 0$,
(ii) $f:[0, w] \times(0,+\infty) \rightarrow \mathbb{R}$ is a continuous function.

Then problem (1.1) has a positive solution.
Proof. Let $0<r<\frac{c_{1}^{2} m^{2} \omega^{2}}{M c_{2}}, R>\frac{c_{2}^{2} M}{|\lambda| m_{1} c_{1} \omega}$, then (4.2) and (4.3) are satisfied. Clearly, for $(t, u) \in[0, \omega] \times$ $\left[\frac{m c_{1} \omega}{M c_{2}} r, r\right]$,

$$
f(t, u) \geq c_{1} \geq \frac{M c_{2}}{m^{2} \omega^{2} c_{1}} r \geq \frac{M c_{2}}{m^{2} \omega^{2} c_{1}} u
$$

and for $(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} R, R\right]$,

$$
f(t, u) \leq c_{2} \leq|\lambda| \frac{m c_{1} \omega}{M c_{2}} R \leq|\lambda| u .
$$

Hence, by Theorem 4.3 (1.1) has at least a positive solution.
Example 4.5. Consider the equation

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} x(t)-\lambda x(t)=1+x^{\frac{1}{\beta}}(t), 0<x \leq \omega,  \tag{4.10}\\
x(0)=x(\omega),
\end{array}\right.
$$

where $0<\alpha \leq 1, \beta>1$ and

$$
\Lambda=\left\{\lambda<0,|\lambda| E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right) E_{\alpha, \alpha}\left(\lambda \omega^{\alpha}\right) \geq 4 E_{\alpha, \alpha+1}\left(\lambda \omega^{\alpha}\right)\right\} \neq \emptyset .
$$

Choosing $c_{1}=1, c_{2}=2, r=\frac{1}{10} \min \left\{1, \frac{m^{2} \omega^{2}}{2 M}\right\}, R=1$. It is easy to check that (4.2) and (4.3) hold. For $\lambda \in \Lambda$,

$$
\begin{aligned}
& f(t, u)=1+u^{\frac{1}{\beta}} \geq 1 \geq \frac{M c_{2}}{m^{2} \omega c_{1}} r \geq \frac{M c_{2}}{m^{2} \omega c_{1}} u, \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} r, r\right], \\
& f(t, u) \leq 2 \leq|\lambda| \cdot \frac{m c_{1} \omega}{M c_{2}}=|\lambda| \cdot \frac{m \omega}{2 M} \leq|\lambda| u, \forall(t, u) \in[0, \omega] \times\left[\frac{m c_{1} \omega}{M c_{2}} R, R\right] .
\end{aligned}
$$

Hence, (4.10) has at least one positive solution for $\lambda \in \Lambda$.

## 5. Existence of solutions via monotone iterative techniques

In this section, by using the monotone iterative method, we discuss the existence of solutions when $\lambda=0$ in (1.1). Firstly, we give the definition of the upper and lower solutions and get monotone iterative sequences with the help of the corresponding linear equation. Finally, we prove the limits of the monotone iterative sequences are solutions of (1.7).

Definition 5.1. Let $h, k \in C^{1}[0, \omega] . \quad h$ and $k$ are called lower solution and upper solution of problem (1.7), respectively if $h$ and $k$ satisfy

$$
\begin{align*}
& { }^{c} D_{0^{+}}^{\alpha} h(t) \leq f(t, h(t)), 0<t \leq \omega, h(0) \leq h(\omega),  \tag{5.1}\\
& { }^{c} D_{0^{+}}^{\alpha} k(t) \geq f(t, k(t)), 0<t \leq \omega, k(0) \geq k(\omega), \tag{5.2}
\end{align*}
$$

Clearly, if $g$ the lower solution or upper solution of (1.7), then ${ }^{c} D_{0^{+}}^{\alpha} g$ is continuous on $[0, \omega]$.
Lemma 5.2. Let $\delta \in C[0, \omega]$ with $\delta \geq 0$ and $p \in \mathbb{R}$ with $p \leq 0$. Then

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} z(t)-\lambda z(t)=\delta(t), 0<t \leq \omega,  \tag{5.3}\\
z(\omega)-z(0)=p,
\end{array}\right.
$$

has a unique solution $z(t) \geq 0$ for $t \in[0, \omega]$, where $0<\alpha \leq 1, \lambda<0$.
Proof. Let $z_{1}, z_{2}$ are two solutions of (5.3) and $v=z_{1}-z_{2}$, then

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} v(t)-\lambda v(t)=0,0<t \leq \omega,  \tag{5.4}\\
v(\omega)=v(0) .
\end{array}\right.
$$

Using Theorem 3.1, (5.4) has trivial solution $v=0$.
By (3.5), we can verify that problem (5.3) has a unique solution

$$
z=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s) \delta(t) d s+p \cdot \frac{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)}{E_{\alpha, 1}\left(\lambda \omega^{\alpha}\right)-1} .
$$

As consequence, by Proposition $2.1\left(C_{3}\right),\left(C_{5}\right)$ and Lemma $3.3\left(F_{4}\right)$, we conclude that $z(t) \geq 0$. This completes the proof.

Theorem 5.3. Assume that $h, k$ are the lower and upper solutions of problem (1.7) and $h \leq k$. Moreover, suppose that $f$ satisfies the following properties:
(M) there is $\lambda<0$ such that for all fixed $t \in[0, \omega], f(t, x)-\lambda x$ is nondecreasing in $h(t) \leq x \leq k(t)$,
(J) $f:[0, \omega] \times[h(t), k(t)] \rightarrow \mathbb{R}$ is a continuous function.

Then there are two monotone sequences $\left\{h_{n}\right\}$ and $\left\{k_{n}\right\}$ are nonincreasing and nondecreasing, respectively with $h_{0}=h$ and $k_{0}=k$ such that $\lim _{n \rightarrow \infty} h_{n}=\bar{h}(t), \lim _{n \rightarrow \infty} k_{n}=\bar{k}(t)$ uniformly on $[0, \omega]$, and $\bar{h}, \bar{k}$ are the minimal and the maximal solutions of (1.7) respectively, such that

$$
h_{0} \leq h_{1} \leq h_{2} \leq \ldots \leq h_{n} \leq \bar{h} \leq x \leq \bar{k} \leq k_{n} \leq \ldots \leq k_{2} \leq k_{1} \leq k_{0}
$$

on $[0, \omega]$, where $x$ is any solution of $(1.7)$ such that $h(t) \leq x(t) \leq k(t)$ on $[0, \omega]$.

Proof. Let $[h, k]=\{u \in C[0, \omega]: h(t) \leq u(t) \leq k(t), t \in[0, \omega]\}$. For any $\eta \in[h, k]$, we consider the equation

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha} x(t)-\lambda x(t)=f(t, \eta(t))-\lambda \eta(t), 0<t \leq \omega, \\
x(0)=x(\omega),
\end{array}\right.
$$

Theorem 3.1 implies the above problem has a unique solution

$$
\begin{equation*}
x(t)=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s)(f(s, \eta(s))-\lambda \eta(s)) d s . \tag{5.5}
\end{equation*}
$$

Define an operator $B$ by $x=B \eta$, we shall show that
(a) $k \geq B k, B h \geq h$,
(b) $B$ is nondecreasing on $[h, k]$.

To prove (a). Denote $\theta=k-B k$, we have

$$
\begin{aligned}
{ }^{c} D_{0^{+}}^{\alpha} \theta(t)-\lambda \theta(t) & ={ }^{c} D_{0^{+}}^{\alpha} k(t)-{ }^{c} D_{0^{+}}^{\alpha} B k(t)-\lambda(k(t)-B k(t)) \\
& \geq f(t, k(t))-((f(t, k(t))-\lambda k(t))-\lambda k(t) \\
& =0,
\end{aligned}
$$

and $\theta(w)-\theta(0) \leq 0$. Since $k \in C^{1}[0, \omega]$,

$$
{ }^{c} D_{0^{+}}^{\alpha} k \in C[0, \omega], \quad{ }^{c} D_{0^{+}}^{\alpha} B k \in C[0, \omega] .
$$

By Lemma 5.2, $\theta \geq 0$, i.e. $k \leq B k$. In an analogous way, we can show that $B h \geq h$.
To prove (b). We show that $B \eta_{1} \leq B \eta_{2}$ if $h \leq \eta_{1} \leq \eta_{2} \leq k$. Let $z_{1}=B \eta_{1}, z_{2}=B \eta_{2}$ and $z=z_{2}-z_{1}$, then by $(M)$, we have

$$
\begin{aligned}
{ }^{c} D_{0^{+}}^{\alpha} z(t)-\lambda z(t) & ={ }^{c} D_{0^{+}}^{\alpha} z_{2}(t)-{ }^{c} D_{0^{+}}^{\alpha} z_{1}(t)-\lambda\left(z_{2}(t)-z_{1}(t)\right) \\
& =f\left(t, \eta_{2}(t)\right)-\lambda \eta_{2}(t)-\left(f\left(t, \eta_{1}(t)\right)-\lambda \eta_{1}(t)\right) \\
& \geq 0,
\end{aligned}
$$

and $v(\omega)=v(0)$. By Lemma 5.2, $z(t) \geq 0$, which implies $B \eta_{1} \leq B \eta_{2}$.
Define the sequence $\left\{h_{n}\right\},\left\{k_{n}\right\}$ with $h_{0}=h, k_{0}=k$ such that $h_{n+1}=B h_{n}, k_{n+1}=B k_{n}$ for $n=0,1,2, \ldots$. From (a) and (b), we have

$$
h_{0} \leq h_{1} \leq h_{2} \leq \ldots \leq h_{n} \leq k_{n} \leq \ldots \leq k_{2} \leq k_{1} \leq k_{0}
$$

on $t \in[0, \omega]$, and

$$
\begin{aligned}
& h_{n}(t)=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s)\left(f\left(s, h_{n-1}(s)\right)-\lambda h_{n-1}(s)\right) d s, \\
& k_{n}(t)=\int_{0}^{\omega} G_{\alpha, \lambda}(t, s)\left(f\left(s, k_{n-1}(s)\right)-\lambda k_{n-1}(s)\right) d s
\end{aligned}
$$

Therefore, there exist $\bar{h}, \bar{k}$ such that $\lim _{n \rightarrow \infty} h_{n}=\bar{h}, \lim _{n \rightarrow \infty} k_{n}=\bar{k}$.
Similar to the proof of Proposition 4.2, we can show that $B:[h, k] \rightarrow[h, k]$ is a completely continuous operator. Therefore, $\bar{h}, \bar{k}$ are solutions of (1.7).

Finally, we prove that if $x \in\left[h_{0}, k_{0}\right]$ is one solution of (1.7), then $\bar{h}(t) \leq x(t) \leq \bar{k}(t)$ on $[0, \omega]$. To this end, we assume, without loss of generality, that $h_{n}(t) \leq x(t) \leq k_{n}(t)$ for some $n$. From property (b), we can get that $h_{n+1}(t) \leq x(t) \leq k_{n+1}(t), t \in[0, \omega]$. Since $h_{0}(t) \leq x(t) \leq k_{0}(t)$, we can conclude that

$$
h_{n}(t) \leq x(t) \leq k_{n}(t), \text { for all } n .
$$

Passing the limit as $n \rightarrow \infty$, we obtain $\bar{h}(t) \leq x(t) \leq \bar{k}(t), t \in[0, \omega]$. This completes the proof.
Example 5.4. Consider the equation

$$
\left\{\begin{array}{l}
{ }^{c} D_{0}^{\alpha}+x(t)=t+1-x^{2}(t), 0<x \leq 1,  \tag{5.6}\\
x(0)=x(1) .
\end{array}\right.
$$

It easy to check that $h=1, k=2$ are the low solution and upper solution of (5.6), respectively. Let $\lambda=-10$. For all $t \in[0, \omega]$,

$$
f(t, u)-\lambda u=t^{2}+1-u^{2}+10 u
$$

is nondecreasing on $u \in[1,2]$ and

$$
f(t, u)=t+1-u^{2}
$$

is continuous on $[0, \omega] \times[1,2]$.
Hence, there exist two monotone sequences $\left\{h_{n}\right\}$ and $\left\{k_{n}\right\}$, nonincreasing and nondecreasing respectively, that converge uniformly to the extremal solutions of (5.6) on $[h, k]$.

## 6. Conclusions

This paper focuses on the existence of solutions for the Caputo fractional differential equation with periodic boundary value condition. We use Green's function to transform the problem into the existence of the fixed points of some operator, and we prove the existence of positive solutions by using the Krasnosel'skii fixed point theorem. On the other hand, the existence of the extremal solutions for the special case of the problem is obtained from monotone iterative technique and lower and upper solutions method. Since the fractional differential equation is nonlocal equation, the process of verifying the compactness of operator is very tedious, and we will search for some better conditions to prove the compactness of the operator $A$ in the follow-up research. Meanwhile, since the existence result for $0<\alpha \leq 1$ is obtained in present paper, we will discuss the existence of solutions for the Caputo fractional differential equation when $n-1<\alpha \leq n$ in follow-up research.

## Conflict of interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

## References

1. B. Ahmad, J. J. Nieto, Anti-periodic fractional boundary value problems, Comput. Math. Appl., 62 (2011), 1150-1156. https://doi.org/10.1016/j.camwa.2011.02.034
2. R. P. Agarwal, M. Benchohra, S. Hamani, Boundary value problems for fractional differential equations, Georgian Math. J., 16 (2009), 401-411. https://doi.org/10.1515/GMJ.2009.401
3. O. A. Arqub, M. Al-Smadi, Numerical solutions of Riesz fractional diffusion and advectiondispersion equations in porous media using iterative reproducing kernel algorithm, J. Porous. Media, 23 (2020), 783-804. https://doi.org/10.1615/JPorMedia. 2020025011
4. O. A. Arqub, Numerical simulation of time-fractional partial differential equations arising in fluid flows via reproducing Kernel method, Int. J. Numer. Method. H., 30 (2020), 4711-4733. https://doi.org/10.1108/HFF-10-2017-0394
5. O. A. Arqub, M. Al-Smadi, R. A. Gdairi, M. Alhodaly, T. Hayat, Implementation of reproducing kernel Hilbert algorithm for pointwise numerical solvability of fractional Burgersi model in timedependent variable domain regarding constraint boundary condition of Robin, Results Phys., 24 (2021), 104210. https://doi.org/10.1016/j.rinp. 2021.104210
6. Z. B. Bai, H. S. Lu, Positive solutions for boundary value problem of nonlinear fractional differential equation, J. Math. Anal. Appl., 311 (2005), 495-505. https://doi.org/10.1016/j.jmaa.2005.02.052
7. M. Belmekki, J. J. Nieto, R. Rodriguez-Lopez, Existence of periodic solution for a nonlinear fractional differential equation, Bound. Value Probl., 2009 (2009), 324561 https://doi.org/10.1155/2009/324561
8. A. Cabada, T. Kisela, Existence of positive periodic solutions of some nonlinear fractional differential equations, Commun. Nonlinear Sci., 50 (2017), 51-67. https://doi.org/10.1016/j.cnsns.2017.02.010
9. M. A. Darwish, S. K. Ntouyas, Existence results for first order boundary value problems for fractional differential equations with four-point integral boundary conditions, Miskolc Math., 15 (2014), 51-61. https://doi.org/10.18514/MMN.2014.511
10. D. Delbosco, L. Rodino, Existence and uniqueness for a nonlinear fractional differential equation, J. Math. Anal. Appl., 204 (1996), 609-625. https://doi.org/10.1006/jmaa.1996.0456
11. S. Djennadi, N. Shawagfeh, O. A. Arqub, A fractional Tikhonov regularization method for an inverse backward and source problems in the time-space fractional diffusion equations, Chaos Soliton. Fract., 150 (2021), 111127. https://doi.org/10.1016/j.chaos.2021.111127
12. H. Fazli, H. G. Sun, S. Aghchi, J. J. Nieto, On a class of nonlinear nonlocal fractional differential equations, Carpathian J. Math., 37 (2021), 441-448. https://doi.org/10.37193/CJM.2021.03.07
13. H. Fazli, H. G. Sun, S. Aghchi, Existence of extremal solutions of fractional Langevin equation involving nonlinear boundary conditions, Int. J. Comput. Math., 98 (2021), 1-10. https://doi.org/10.1080/00207160.2020.1720662
14. B. Jin, Fractional differential equations-An approach via fractional derivatives, Springer, 2021. https://doi.org/10.1007/978-3-030-76043-4
15. A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and applications of fractional differential equations, Elsevier, 2006.
16. X. Y. Li, S. Liu, W. Jiang, Positive solutions for boundary value problem of nonlinear fractional functional differential equations, Appl. Math. Comput., 217 (2011), 9278-9285. https://doi.org/10.1016/j.amc.2011.04.006
17. K. S. Miller, B. Ross, An introduction to the fractional calculus and fractional differential equations, New York: John Wiley, 1993.
18. M. M. Matar, On existence of positive solution for initial value problem of nonlinear fractional differential equations of order $1<\alpha \leq 2$, Acta Math. Univ. Comen., 84 (2015), 51-57.
19. J. J. Nieto, Maximum principles for fractional differential equations derived from Mittag-Leffler functions, Appl. Math. Lett., 23 (2010), 1248-1251. https://doi.org/10.1016/j.aml.2010.06.007
20. I. Podlubny, Fractional differential equations, San Diego: Academic Press, 1999.
21. Y. Qiao, Z. F. Zhou, Existence of solutions for a class of fractional differential equations with integral and anti-periodic boundary conditions, Bound. Value Probl., 2017 (2017), 11. https://doi.org/10.1186/s13661-016-0745-x
22. P. J. Torres, Existence of one-signed periodic solutions of some second-order differential equations via a Krasnoselskii fixed point theorem, J. Differ. Equ., 190 (2003), 643-662. https://doi.org/10.1016/S0022-0396(02)00152-3
23. Z. L. Wei, Q. D. Li, J. L. Che, Initial value problems for fractional differential equations involving Riemann-Liouville sequential fractional derivative, J. Math. Anal. Appl., 367 (2010), 260-272. https://doi.org/10.1016/j.jmaa.2010.01.023
24. W. X. Zhou, Y. D. Chu, Existence of solutions for fractional differential equations with multi-point boundary conditions, Commun. Nonlinear Sci., 17 (2012), 1142-1148. https://doi.org/10.1016/j.cnsns.2011.07.019
25. E. Zeidler, Nonlinear functional analysis and its applications. Fixed-point theorems, New York: Springer-Verlag, 1986.
26. S. Q. Zhang, Monotone iterative method for initial value problem involving Riemann-Liouville fractional derivatives, Nonlinear Anal., 71 (2009), 2087-2093. https://doi.org/10.1016/j.na.2009.01.043
27. S. Q. Zhang, Positive solutions for boundary-value problems of nonlinear fractional differential equations, Electron. J. Differ. Equ., 36 (2006), 1-12.


AIMS Press
© 2022 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)

