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Abstract: Several situations arise where decision-making is required for some characteristics of an 

asymmetrical population for example estimation of the weekly number of server breakdowns at a 

company. The estimation methods based upon classical sampling designs are not suitable in such 

situations and some specialized methods and/or estimators are required. The ranked set sampling is a 

procedure that is suitable in such situations. In this paper, a new estimator is proposed that can be used 

to estimate population characteristics in case of asymmetrical populations. The proposed estimator is 

useful for estimation of population mean in the presence of non-response in study variable by using 

ranked set sampling procedure. The estimator is based upon two auxiliary variables to reduce the effect 

of asymmetry. The use of two auxiliary variables is also helpful in minimizing the variation in the 

estimation of the population mean of the study variable. The ranked set sampling procedure is used to 

get better accuracy as the actual measurements may be time-consuming, expensive, or difficult to 

obtain in a small sample size. The use of ranked set sampling also reduces the effect of asymmetry in 

the characteristics under study. The expressions for the mean square error and bias for the proposed 

estimators have been derived. The performance of the proposed estimator is evaluated by using real-

life data and a simulation study is carried out to get an overview of efficiency. The relative efficiency 

of the proposed estimator is compared with some existing estimators. It has been found that the 

proposed estimator is highly efficient as compared with Mohanty’s regression cum ratio estimator in 

simple random sampling and is more reliable in the case of non-response with a small sample size. 
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1. Introduction 

There are several situations where some characteristics are to be estimated for a highly skewed 

or asymmetrical population. The sample drawn from such a population by using simple random 

sampling may lead to some unreliable results. The ranked set sampling (RSS) is a much appropriate 

method to draw the sample in such situations as it is based upon ordering a large number of sampling 

units on the basis of their relative sizes and then selecting a smaller number of units in all ranks for 

actual measurements. The ranked set sampling (RSS) thus improves the estimates in such a way that 

the amount of sampling error is decreased. The improvement of estimation is also subjected to the 

availability of some suitable auxiliary variables that are correlated with the variable under study. 

This technique was first introduced by [1], where the units of study variable are ranked by using 

simple judgment. An unbiased estimator of the population mean under ranked set sampling has been 

proposed by [2]. The use of an auxiliary variables has also played an important role in ranking the 

study variable as proposed by [3,4]. The utilization of an auxiliary variable is also suitable to reduce 

the sampling variance and improve efficiency. Several authors have argued the use of auxiliary 

variables in estimation for more efficient results. It is pertinent that the increase in the number of 

auxiliary variables will increase the efficiency of the estimates. The use of two auxiliary variables has 

been studied by several authors in the case of simple random and ranked set sampling. Some notable 

references in this regard are [5–9]. 

Sometimes it happens that information on some of the units of study variable is not available, for 

example, we may not be able to record information about some sensitive characteristics from some of 

the units. In such cases, the non–response is observed that asks for specialized treatment. Usually, the 

problem of non-response is reduced by using the subsampling technique and various authors have 

proposed estimators to overcome this situation. A subsampling approach to adjust the nonresponse in 

the survey has been proposed by [10]. The problem of non-response can also be reduced by using the 

information of some auxiliary variable with the full response as discussed by [11]. Some other notable 

references on dealing with the non-response are [12–19]. 

The estimation in ranked set sampling is done to reduce the sampling variance and different new 

estimators have been proposed from time to time by various authors to reduce the sampling variance. 

A class of ratio-in-exponential type estimators in ranked set sampling has been proposed by [20] by 

using the information of two auxiliary variables. A single auxiliary variable ratio-cum-product 

estimators of finite population mean in ranked set sampling has been proposed by [21]. The median 

and neoteric ranked set sampling provides more efficient estimates as compared with the classical 

ranked set sampling and [22] have proposed some regression estimators in median and neoteric ranked 

set sampling. These estimators are based upon single and two auxiliary variables. The transformation of 

auxiliary variable is sometimes helpful in improving the efficiency of the estimates as discussed by [23] 

where the authors have proposed a ranked set sampling estimator by using transformation of the 

auxiliary variable. The new methods of some log type class of estimators using RSS have been 

proposed that have been considered as novel class of estimators in current literature by [24]. 
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In some situations, some sensitive auxiliary information is to be used and non-response is evident 

for such an auxiliary variable. Such situations usually arise in medical research where the study 

variable is related to post-operative conditions or transplantation of organs and the collection of 

observation is difficult or missed. Such situations also have an effect on the sample size and in this 

scenario the ranked set sampling technique is suitable. In this paper, we will propose a new regression-

cum-ratio estimator for estimation of population mean when the study variable is sensitive or it is 

difficult to obtain information about that variable in a normal sample size. The estimator has been 

proposed by using the information of two auxiliary variables with the view that one of the variables 

has a high correlation with the study variable.  

The plan of the paper follows. A brief description about the ranked set sampling with two auxiliary 

variables in presence of nonresponse is given in Section 2. Some existing ranked set sampling 

estimators are given in Section 3. The new estimator is proposed in Section 4 alongside the expressions 

for mean square error and bias of the proposed estimator. The results of the simulation study are given 

in Section 5 alongside the relative efficiency of the proposed estimator as compared with Mohanty’s 

estimator. A numerical study is presented in Section 6 followed by conclusions in Section 7. 

2. Ranked set sampling with two auxiliary variables in presence of non-response 

The ranked set sampling is based upon ranking the variable of interest either visually or by any 

cost independent ranking method. This type of sampling differs from conventional random sampling 

and hence requires some description. In this section, description of the ranked set sampling technique 

is given. The technique is described below. 

Suppose we have a finite population W, of size N, from where the sample is to be drawn. Suppose 

further that two auxiliary variables, X and Z, are also known that are highly correlated with the study 

variable Y. Let 
x   and 

z   are population mean of X and Z respectively. It is assumed that the 

information about the study variable Y, with the population mean 
y  , is not easy to obtain and 

potentially nonresponse exist and hence auxiliary information is to be utilized.  

Suppose that the population W is divided into two subgroups W1 and W2 such that W = W1 + W2 

and let information on ( ), ,i i iX Z Y  is obtained at the first attempt from W1 whereas information about 

Yi is not available from W2 at the first attempt. Also, let 1 2is s s= +
 
be the sample at the ith draw with 

i is W  . The ranked set sampling starts by drawing a simple random sample of size n from the 

population and recording information about auxiliary variables X and Z. The other steps in selecting a 

ranked set sample are given below. 

1) Select m2 values on X, Z and Y from the sample of size n. 

2) Rank m2 values in m sets based on the variable X. 

3) Select first observation from set 1 on three variables and let the collection of observations on three 

variables be ( ) ( ) ( ) 1 1 1 1 1 1
, ,x z y . Continue this procedure on all m sets. 

4) Repeat steps 1–3 r times where r is the pre-decided number of cycles. In this way, m r  

observations are selected using r cycles of m2 observations. 

It is assumed that some non-response has occurred such that complete response is available on a 

sample 1 1s W  of size 
/ *

1 1 2n n n= + , where 
/

1n  is the number of observations recorded at the first 

attempt and 
*

2n  are the number of observations of study variable that are not recorded from the first 
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sample. Also, assume that incomplete response is available on 2 2s W observations. The additional 

steps of ranked set sampling are based upon the procedures given by [10] and [11] and are given below. 

5) Following [10], consider 
( ) ( ) ( )

/

2 2j j j
s s k= . 

6) Draw a second phase sample of size s2 and record information on X, Y and Z. 

Some notations to be used in ranked set sampling are: 

The means and variances of auxiliary variables are: 

( )( ) ( ) ( )( ) ( )
1 1 1 2 1 2

1 1 1 1
; ; ;

m m m m

j j j j j x j j z jj j j j
X m X Z m Z Var X m Var Z m − − − −

= = = =
= = = =    , 

where 
( ) ( ) ( ) ( )( )

212

1
1

m

x j j jj
n x x

−

=
= − −  and ( ) ( ) ( )( )

212

( ) 1
1

m

z j j jj
n z z

−

=
= − − . 

The variances for ranked set sampling are  

( )( ) ( ) ( )

1
2 2

1

m

RSS x jj
Var X m r 

−

=
=   and ( )( ) ( ) ( )

1
2 2

1

m

RSS z jj
Var Z m r 

−

=
=   

Let 
( )
/

1 j
y   denotes sample mean of study variable at the first phase 

1s  , 
( )2 j

y   denotes mean of 

subsample 
2s   and 

( )
/

2 j
y  denotes the sample mean of study variable at second phase

2s   then the 

weighted estimator of y  is 
( ) ( ) ( ) ( ) ( )

/ /

1 1 2 2j j j j j
y q y q y= +  where i iq m m= . 

The estimator of  , proposed by [24], in case of ranked set sampling is 

( )
1

1

m

RSS jj
y m y−

=
=           (1) 

with ( ) ( ) ( ) ( ) ( )  ( )

1
2 2 *

2 21 1
1

m m

RSS j j j jj j
V y m r q k 

−

= =
 = + −
   .        (2) 

The sample mean of study variable, in RSS, for each rank j is written 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
/ /

1 1 2 2 2 2 2j RSS j j j j j j j
y q y q y q y y = + + −

 
.     (3) 

The sample means of two auxiliary variables X  and Z  at a specific rank j are ( )
1

1

m

i ijj RSS i
x m x−

=
= 

and ( )
1

1

m

i ijj RSS i
z m z−

=
=  . We also have *

yRSS y RSSe y= −  as error in estimation for y  such that 

( ) ( ) ( ) ( ) ( )  ( )

1
*2 2 2 *2

2 21 1
1

m m

yRSS y j j j y jj j
E e m r q k 

−

= =
 = + −
       (4) 

( ) ( ) ( )

1
2 2 2

1

m

xRSS x jj
E e m r 

−

=
=            (5) 

( ) ( ) ( )

1
2 2 2

1

m

zRSS z jj
E e m r 

−

=
=            (6) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )  ( ) ( )  ( ) ( )

1
* 2 / * *

1 2 21 1
1

m m

yRSS xRSS j x j y j j x j y j j j x j y jj j
E e e m r q q q k  

−

= =
 = + − −
    (7) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )  ( ) ( )  ( ) ( )

1
* 2 / * *

1 2 21 1
1

m m

yRSS zRSS j z j y j j z j y j j j z j y jj j
E e e m r q q q k  

−

= =
 = + − −
    (8) 
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( ) ( ) ( ) ( )

1
2

1

m

xRSS zRSS x j z jj
E e e m r 

−

=
=          (9) 

Above joint expectations are equal to specific covariance and are useful in deriving the mean 

square error of estimator in ranked set sampling.  

3. Some existing estimators 

In this section, we will discuss some existing estimators in ranked set sampling. These estimators 

are discussed below. 

1) A ratio-cum-product estimator by [21]. The estimator is 

 

( )

( ) ( )
( ) ( ) ( )

( )
22

1

2 2

1
xnx

n

x xn

x C xXC x
y y

x C x XC x


 

 

   + +   
 = + −   

+ +       

    (10) 

where  is a suitably chosen constant. The MSE and Bias are: 

( ) ( )   ( ) ( )

2

2 2 2

1 3

1
1

2
y yx y i x i

MSE y Y S W t K W 
  

= − − − −  
   

.   (11) 

and 

( ) ( )  ( ) ( ) ( ) 2 2 2

1 3 3 3 32 1 2x t x i yx i
B y Y t C K t t K t W t W    = + − − + −

 
, 

where ( )
1

3 2x xt XC XC x
−

= +    and y xK C C= . 

2) A class of ratio-in-exponential-type estimators proposed by [20]. The estimator is 

( )
1 2

2 exp 1 exprss rss
rss

rss rss rss rss

X Z X x Z z
y y k k

x z X x Z z

 
        − −

= + −        
+ +        

, (12) 

where ( )  

1

:1 1

r m

rss i m jj i
y mr y

−

= =
=   , ( )  

1

:1 1

r m

rss i m jj i
x mr x

−

= =
=   and ( )  

1

:1 1

r m

rss i m jj i
z mr z

−

= =
=   . 

Also 
1 and 

2  are unknown and their values are to be determined. The mean square error of this 

estimator is 

( ) ( ) ( ) ( )

( ) ( ) ( )

2 2 2

2 200 1 020 2 002 1 110

2 101 1 2 011

1 1
2 1 2 2

4 4

1
1 2 2 1 2 .

2

MSE y Y V k V k V k V

k V k k V

  

  


 + + + − + − +


− − + + + − + 

   (13) 

3) A class of regression cum ratio estimators of population mean in ranked set sampling by [23] 

( )3 rss rss

k

A
y y b X x

a

 

 

 +
 = + −    + 

         (14) 
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where   and   are known constants and can be population coefficient of kurtosis, skewness, 

variation and correlation, etc. Also 
yx yx y xb Y C XC=  , ( )1k rss ka x X t= + −  , 

ktA X=   for 

1,2,3,4,5,6,k =   with 
1 ,xt C=

2 2( ) ,xt =   
4 ,yxt =   

5 1( )xt Q=   and 
6 3( )xt Q=  . Also 

xC  is the 

coefficient of variation, 
1( )x is the coefficient of skewness, 

2( )x is the coefficient of kurtosis, 
yx is 

the coefficient of correlation, 
1( )xQ is the lower quartile and 

3( )xQ is the upper quartile. 

The MSE and Bias presented of this class of estimators is  

( ) ( ) ( ) 

( ) 

2 2

3 2

.

y y x x y x yx

y y x x

MSE y Y C C C C C C C

W C C W

    

 

= + + − +


− − +


    (15) 

Different estimators have been proposed by [23] by using different values of  and   in (14)  

In the following section, we will propose a new estimator for the population mean in the case of 

ranked set sampling. The estimator is proposed by using information on two auxiliary variables. The 

estimator is motivated by the fact that the additional auxiliary variable, having a higher correlation 

with the study variable, will improve the efficiency of the estimates. These types of estimators are 

useful for the estimation of population characteristics in different types of studies, for example, in 

information technology we may be interested to estimate the average time taken by a server to process 

a task by using the information of the processors and the installed RAM. The proposed estimator will 

also be suitable when there is non-response on some auxiliary variables.  

4. A new ranked set sampling estimator with two auxiliary variables 

In the following we will propose a new estimator in ranked set sampling with two auxiliary 

variables. The proposed estimator is 

( )* *

2 1

1

RSS yx

Z
t y b X x

z
= + −          (16) 

Using * *

2 yRSSy Y e= +  etc, the above estimator can be written as 

1

* * 1 zRSS
RSS yRSS yx xRSS

e
t Y e b e

Z

−

 
= + − − 

 
. 

Using Taylor expansion of ( )
1

1 zRSSe Z
−

−  and retaining only the linear term, the above estimator can 

be written as  

( )* * 1RSS yRSS yx xRSS zRSSt Y e b e e Z− = − −        (17) 

The bias of the proposed estimator (16) can be easily obtained from (17) as  

( )
*

* 1 xRSS zRSSyRSS zRSS yx
yRSS xRSS zRSSRSS yx

b X e eX e e
E t Y YE e b e e

Y Z Z ZY

 
 − = − + − +
 
 

. 

Applying the expectation, the bias of the proposed estimator is 
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( ) ( ) ( )( )  
( ) ( ) ( ) ( ) ( ) ( )

* * *

1( ) 2( ) 2( ) ( )2 2
1 1 1

1 1
1

( )j j j j j j

m m m
yx

RSS x z j y z j j j y zy j z j
j j j

b
E t Y q q q k

m rZ Z m r
   

= = =

 
− = − + − − 

 
   . 

Again, squaring (17) and applying expectation the mean square error of the proposed estimator is  

( ) ( )
2

2
* *

RSS RSS yRSS zRSS yx xRSS

Y
MSE t E t E e e b e

Z

 
= = + − 

 
. 

Expanding the square and applying expectations we have  

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

2 2 2 2* * * 2

2

* *2 2 2 .

RSS RSS yRSS zRSS yx xRSS

yRSS zRSS yx yRSS xRSS yx xRSS zRSS

Y
MSE t E t Y E e E e b E e

Z

Y Y
E e e b E e e b E e e

Z Z

= − = + −

− − +

 

Using expectations from (4) to (9) etc., we have  

( ) ( ) ( ) ( ) ( ) 

( ) ( )( ) ( ) ( ) ( ) ( ) 

( ) ( )( ) ( ) ( ) ( ) ( )

( ) ( )2

( ) ( )

( ) ( )

2
* 2 *2 2 2 2

( )22 1 1 1 1
2

* *2

1( ) 2( ) ( )21 1

* *2

1( ) 2( ) ( )21 1

1
1

2 1

2 1

j j

j j

j j

m m m m

RSS j z yx xy j j y jj j j j

m m

yz j y z j jy j z j j y j z jj j

m m

yx yx j y x j jy j x j j y j x jj j

Y
MSE t q k b

m r Z

Y
q q q k

Z

b q q q k

   

   

   

= = = =

= =

= =


= + − + −



− + − −

− + − −

   

 

 

( ) ( )1
2

m

yx xz x j z jj

Y
b

Z
 

=


+ 







 

Using 
( ) ( )

2 2 2

2 2y y
C Y= etc., the mean square error can be written as  

( ) ( ) ( ) ( ) ( ) 

( ) ( )( ) ( ) ( ) ( ) ( ) 

( ) ( )( ) ( ) ( ) ( ) ( ) 

( ) ( )2

( ) ( )

( ) ( )

2
* 2 *2 2 2 2

( )22 1 1 1 1

* *2

1( ) 2( ) ( )21 1

* *2

1( ) 2( ) ( )21 1

1

2 1

2 1

2

j j

j j

j j

m m m m

RSS j z yx xy j j y jj j j j

m m

yz j y z j jy j z j j y j z jj j

m m

yx yx j y x j jy j x j j y j x jj j

yx x

Y
MSE t C q k C C b C

m r

q C q C q k C

b q C q C q k C

b







= = = =

= =

= =

= + − + −


− + − −

− + − −

+

   

 

 

( ) ( )1

m

z x j z jj
C

=



 (18) 

where 
yx y yx xb YC XC= . It is to be noted that the bias of the estimator is not zero. 

In the following, we have conducted a simulation study to see the performance of the proposed 

estimator. 

5. Simulation study 

A simulation study has been conducted to see the performance of the proposed estimator as 

compared with the existing estimator. The simulation study has been conducted by generating random 

observations from the normal distribution. We have generated artificial populations of size N = 5000 

on auxiliary variables as (5000,0,1)x rnorm=  and (5000,0,1)z rnorm= . The artificial population 

values of the study variable Y are generated by using the linear equation 
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0.02 0.004 0.02i iY X Z = + + +  

where i   is (0,1)N  . After generating the random population we have computed the proposed 

estimator for different combinations of the parameters. The values of parameters that we have used are 

4,5,6 and 7m = , 20,  30 and 40r = and  = 2 and 4k . A response of 60% is considered giving a non-

response of 40%. We have drawn subsamples from the non-responded group. This procedure is 

repeated 20,000 times giving 20,000 values of the estimators. Mohanty’s estimator is also computed 

by using the above-mentioned procedure. The mean square errors of the proposed estimator and 

Mohanty’s estimator are computed by using the 20,000 values of each of the estimators at different 

combinations of the parameters. The mean square errors of the proposed estimator and its relative 

efficiency relative to Mohanty’s estimator are given in Table 1 below. 

Table 1. Mean square errors 
*

RSSt  and its relative efficiency. 

 ( )*

RSSMSE t  Relative Efficiency 

k = 2 k = 4 k = 2 k = 4 

m = 2, r = 20 0.0000820 0.0000009 5.63135 5.63441 

m = 2, r = 30 0.0000042 0.0000004 15.00015 12.13133 

m = 2, r = 40 0.0000002 0.0000183 55.83486 35.81538 

m = 3, r = 20 0.0000296 0.0004195 14.39062 14.59429 

m = 3, r = 30 0.0000734 0.0000760 62.66464 62.92887 

m = 3, r = 40 0.0000387 0.0000214 71.34428 51.71975 

m = 4, r = 20 0.0000017 0.0000227 18.3212 10.1797 

m = 4, r = 30 0.0000080 0.0000008 90.3362 82.6455 

m = 4, r = 40 0.0000608 0.0000006 95.7313 95.6457 

m = 5, r = 20 0.0002140 0.0000378 28.5117 16.0599 

m = 5, r = 30 0.0000184 0.0000551 16.5051 10.2424 

m = 5, r = 40 0.0000088 0.0000010 18.7858 17.5502 

m = 6, r = 20 0.0000062 0.0000175 68.5501 55.7342 

m = 6, r = 30 0.0000008 0.0000124 19.8887 13.5740 

m = 6, r = 40 0.0000154 0.0000348 40.2506 35.0131 

m = 7, r = 20 0.0000301 0.0000058 73.5355 85.9495 

m = 7, r = 30 0.0000059 0.0000046 23.6716 18.3407 

m = 7, r = 40 0.0000017 0.0000099 51.5398 46.0115 

From the above table, we can see that the efficiency of the proposed estimator is far better as 

compared with Mohanty’s estimator and hence the proposed estimator is much better than Mohanty’s 

estimator. 

We have also obtained the mean square error of the proposed estimator for different correlation 

combinations between study variable and auxiliary variables. These mean square errors are given in 

Table 2 below. 
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Table 2. Mean square error of proposed estimator for different correlation combinations. 

m, r, k 
Correlations between Y,X and Y, Z 

0.72, 0.70 0.90, 0.45 0.97, 0.26 

m = 4, r = 20, k = 4 0.000051063 0.000004507 0.000002055 

m = 5, r = 20, k = 4 0.000885543 0.000235453 0.000004507 

m= 6, r = 20, k = 4 0.000004314 0.000004948 0.000022795 

From above table we can see that for small value of m, the mean square error decreases with 

increase in correlation coefficient between X and Y. 

6. Numerical study 

In this section, we have given a real data example for the proposed estimator. For this, we have 

used an artificial population of 60 patients of type–II diabetes II [25]. The study has been conducted 

by using the resistive index of the renal artery as the study variable, Y; alongside two auxiliary variables, 

blood urea, X; and serum creatinine, Z. The study variable had obvious non-response and hence the 

proposed estimator is suitable to estimate its mean. The calculated values are 54.55X = , 3.98Z = , 

3.98z = , 
2 24.25X = , 

2 0.50Z = , 
2 0.000249Y = , 0.575XY = , 0.544XZ =  and 0.438YZ = . 

The mean square errors of the proposed estimator under RSS turned out to be ( )* 0.000234RSSMSE t =  

and the mean square error of Mohanty’s estimator under SRS turned out to be ( ) 0.001422MMSE t = . 

We can see that the proposed estimator again has a much smaller mean square error as compared with 

Mohanty’s estimator. 

7. Conclusions 

In this paper, we have proposed a new regression cum ratio estimator of mean by using the ranked 

set sampling approach. The estimator has been proposed by using the information of two auxiliary 

variables. The proposed estimator is useful for the estimation of population characteristics when the 

study variable has non-response. The expression for the mean square error of the proposed estimator 

has been obtained. The simulation study has been conducted to see the performance of the proposed 

estimator as compared with Mohanty’s estimator. The simulation study has been conducted by using 

different proportions of non-response. Specifically, the proportion of non-response used is 50% (k = 2) 

and 25% (k = 4). The mean square error of the proposed estimator is compared with the Mohanty’s 

estimator by using three different settings. We have seen that for all the combinations of m and r, the 

proposed estimator is better that the Mohanty’s estimator. 
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