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Abstract: In this work, we investigate a new type of convergence known as relative statistical
convergence through the use of the deferred Nörlund and deferred Riesz means. We demonstrate
that the idea of deferred Nörlund and deferred Riesz statistically relative uniform convergence is
significantly stronger than deferred Nörlund and deferred Riesz statistically uniform convergence. We
provide some interesting examples which explain the validity of the theoretical results and effectiveness
of constructed sequence spaces. Furthermore, as an application point of view we prove the Korovkin-
type approximation theorem in the context of relative equi-statistical convergence for real valued
functions and demonstrate that our theorem effectively extends and most of the earlier existing results.
Finally, we present an example involving the Meyer-König-Zeller operator of real sequences proving
that our theorem is a stronger approach than its classical and statistical version.
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1. Introduction and preliminaries

The convergence of sequences plays a significant role in sequence spaces. The abrupt extension
of sequence spaces has been accompanied by the recent works of many researchers in the field of
statistical convergence. The statistical convergence has remarkable significance over conventional
convergence. The perception of statistical convergence for a real sequence was established by Fast [13]
and Schoenberg [26] independently. The notion of statistical convergence is an effective tool to resolve
many problems in Ergodic theory, Fuzzy set theory, Trigonometric series, Fourier analysis and number
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theory. Currently, the approximation of functions by positive linear operators based on statistical
convergence and statistical summability has emerged as an active field of study. Balcerzak et al. [2]
established a number of methods for the convergence of sequences of functions such as pointwise,
equi-statistical and uniform convergence methods. The notion of pointwise and uniform convergence
by using double sequences was examined by Gökhan et al. [14]. The conviction of the uniform
convergence of sequences of functions in relation to a scale function was presented by Moore [19].
Later on, Chittenden [4,5] studied this concept. The classical uniform convergence is a special case of
relative uniform convergence. In 2016, Demirci and Orhan [8] examined statistically relative uniform
convergence through the use of positive linear operators. Recently, Jena et al. [15] introduced relatively
equi-statistical convergence via the deferred Nörlund by using a difference operator of fractional order.

Essentially motivated by the aforementioned investigations and outcomes defined above, we explore
the concept of relative pointwise statistical convergence, relative uniform statistical convergence and
relative equi-statistical convergence by virtue of the deferred Nörlund and deferred Riesz mean. As
an application to our newly formed sequence space, we introduce the Korovkin-type approximation
theorem by means of deferred Nörlund and deferred Riesz relative equi-statistical convergence and
present examples to illustrate the findings. Finally, we give an illustration using the Meyer-König-
Zeller operator on real sequences to demonstrate the superiority of our theory over the classical and
statistical versions.

A sequence {zn} is statistically convergent to z if ∀ ε > 0 :

lim
n→∞

1
n
|{k ≤ n : |zk − z| ≥ ε}| = 0,

i.e., δ({k : |zk − z| ≥ ε}) = 0. It is denoted by st − limn→∞ zn = z. For more recent works in this direction
see [6, 10–12, 16, 23–25, 27].

Definition 1.1. A sequence {gn} of functions defined over the interval I = (a ≤ z ≤ b) converges
relatively uniformly to a limit function g if ∃ a non zero pointwise scale function σ(z) defined over I,
s.t. ∀ ε > 0, ∃ an integer nε , the inequality

|gn(z) − g(z)|
|σ(z)|

< ε

holds uniformly in z for n > nε .

To know about the significance of relatively uniform convergence over usual uniform convergence, we
give an example below:
Example 1. Define gn : [0, 1]→ R by

gn(z) =

{ 1
nzn , z ∈ (0, 1],
0, z = 0,

where n ∈ N. Clearly, {gn} is not classically uniform convergent on [0, 1]; however, it is converging to
g = 0 uniformly with respect to the scale function

σ(z) =

{ 1
zn , z ∈ (0, 1],
1, z = 0.
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Definition 1.2. Assume that {rn} and {sn} are sequences of non-negative integers satisfying the
following criteria:
(i) rn < sn, (∀n ∈ N) and
(ii) limn→∞ sn = ∞.

Now, suppose um and vm are two sequences of non-negative real numbers s.t.

Un =

sn∑
j=rn+1

u j

and

Vn =

sn∑
j=rn+1

v j.

The convolution of the above sequences is defined as:

Psn
rn+1

= (U ∗ V)n =

sn∑
m=rn+1

umvsn−m.

Then, the deferred Nörlund mean ωn is defined as

ωn =
1
P

sn
rn+1

sn∑
j=rn+1

usn− jv jz j.

More information on the deffered Nörlund mean can be found in [9].

Definition 1.3. Suppose {qn} is the sequence of non-negative real numbers and

Rsn
rn+1

=

sn∑
j=rn+1

q j,

where the sequences {rn} and {sn} satisfy conditions (i) and (ii) of Definition 1.2. Then, the deferred
Riesz mean tn is defined as

tn =
1
R

sn
rn+1

sn∑
j=rn+1

q jz j.

To know more about the deferred Riesz mean see [22]. Now, we define the product of the deferred
Riesz mean and deferred Nörlund mean as follows:

ψn = (ωt)n =
1

P
sn
rn+1R

sn
rn+1

sn∑
j=rn+1

usn− jv jq jz j.

Also, the sequence {ψn} is said to be summable to z if

lim
n→∞

ψn = z.
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Remark. The deferred Nörlund means and deferred Riesz means are transformations of the type
z 7→ Az, for some infinite matrix A (see [3] and [20]).

A sequence {zn} is said be deferred Nörlund and deferred Riesz statistically convergent to z if ∀
ε > 0 :

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j|zn − z| ≥ ε

}∣∣∣∣∣ = 0.

It is written as st − lim zn = z or zn → z (ψn−statistically) as n→ ∞.

2. Main results

In the current section, let gn and g ∈ Cb(X), ∀ n ∈ N, where Cb(X) is the Banach space of continuous
real-valued bounded functions defined on a topological space X.

Definition 2.1. A sequence of functions {gn} is said to be deferred Nörlund and deferred Riesz
statistically uniform convergent to g on X if ∀ ε > 0 :

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j

∥∥∥∥∥gn(z) − g(z)
∥∥∥∥∥

Cb(X)
≥ ε

}∣∣∣∣∣ = 0.

It can be written as gn ⇒ g (ψn−statistically uniform) on X.

Definition 2.2. A sequence of functions {gn} is said to be deferred Nörlund and deferred Riesz
statistically relative pointwise convergent to g on X if ∃ a non zero pointwise scale function σ(z)
on X s.t. ∀ ε > 0 and z ∈ X :

lim
n→∞

Υn(z, ε)
P

sn
rn+1R

sn
rn+1

= 0,

where
Υn(z, ε) =

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ ≥ ε}∣∣∣∣∣.
We can write it as gn → g (ψn−statistically relative pointwise) on X.

Definition 2.3. A sequence of functions {gn} is said to be deferred Nörlund and deferred Riesz
statistically relative uniform convergent to g on X if ∃ a non zero pointwise scale function σ(z) on
X s.t. ∀ ε > 0 :

lim
n→∞

Φn(z, ε)
P

sn
rn+1R

sn
rn+1

= 0,

where
Φn(z, ε) =

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j sup

z∈X

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ ≥ ε}∣∣∣∣∣.
It can be written as gn ⇒ g (ψn−statistically relative uniform) on X.

Definition 2.4. A sequence of functions {gn} is said to be deferred Nörlund and deferred Riesz relative
equi-statistically convergent to g on X if ∃ a non zero pointwise scale function σ(z) on X s.t. if for
every ε > 0, we have

lim
n→∞

Υn(z, ε)
P

sn
rn+1R

sn
rn+1

= 0
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uniformly relatively with respect to z ∈ X, that is

lim
n→∞

‖Υn(z, ε)‖Cb(X)

P
sn
rn+1R

sn
rn+1

= 0,

where
Υn(z, ε) =

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ ≥ ε}∣∣∣∣∣.
We write gn � g (ψn−relative equi-statistical).

Lemma 1. gn ⇒ g (ψn−statistically uniform) implies gn ⇒ g (ψn−statistically relative uniform). But,
the converse of this lemma is not always true.

Proof. First suppose gn ⇒ g (ψn−statistically uniform); then, by definition we have

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j

∥∥∥∥∥gn(z) − g(z)
∥∥∥∥∥

Cb(X)
≥ ε

}∣∣∣∣∣ = 0.

Since the scale function is a constant function on X, we have

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j sup

z∈X

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ ≥ ε}∣∣∣∣∣ = 0.

Thus, gn ⇒ g (ψn−statistically relative uniform). This proves the direct part. To prove the converse
part let us consider an example as follows:
Example 2. Let {gn} be the sequence of continuous real valued functions. For usn− j = 1, vn = n

n+1 ,

rn = 2n − 1 and sn = 4n − 1, ∀n ∈ N. Now we define gn : [0, 1]→ R by

gn(z) =


nz

1+n2z2 , z ∈ [0, 1
n
],

0, z ∈ ( 1
n
, 1]

and g(z) = 0 on [0, 1]. Since supz∈[0,1] |gn(z) − g(z)| = 1
2 , we have that

usn− jv jq j sup
z∈[0,1]

|gn(z) − g(z)| =
n

2(n + 1)
.

Hence, for ε ∈ [0, 1], we get

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n ≤ Psn
rn+1
Rsn

rn+1
: usn− jv jq j sup |gn(z) − g(z)| ≥ ε

}∣∣∣∣∣
= lim

n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n ≤ Psn
rn+1
Rsn

rn+1
:

n

2(n + 1)
≥ ε

}∣∣∣∣∣
=

1
2
.

So, {gn} is not ψn−statistically uniform convergent. Now, let us consider the scale function σ(z) as

σ(z) =

{ 1
z , z ∈ (0, 1],
1, z = 0.
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Here we can see that ‖ gn(z)−g(z)
σ(z) ‖ = 1

n
, so it is clear that

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n ≤ Psn
rn+1
Rsn

rn+1
: usn− jv jq j sup

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ ≥ ε}∣∣∣∣∣
lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n ≤ Psn
rn+1
Rsn

rn+1
:

n

2(n + 1)
.
1
n
≥ ε

}∣∣∣∣∣ ≤ 1
P

sn
rn+1R

sn
rn+1

→ 0

as n→ ∞. Thus, gn ⇒ g (ψn−statistically relative uniform) on [0, 1]. �

Lemma 2. Suppose {gn} is a sequence of real valued functions. Then, gn ⇒ g (ψn−statistically
relative uniform) implies gn � g (ψn−relative equi-statistical) implies gn → g (ψn−statistically relative
pointwise). But the converse of these implications is not necessarily true. The following examples
justifies the strictness of the implications of Lemma 2.

Proof. The following example shows that the converse of the above inclusion need not be true:
Example 3. Consider usn− j = 1, vn =

√
j, rn = 2n − 1, sn = 4n − 1 and σ(z) = 1.

gn(z) =


1−z2(n+1)2

1+z2 , z ∈ [0, 1
n+1 ],

0, otherwise.

Then,

lim
n→∞

1
P

sn
rn+1R

sn
rn+1

∣∣∣∣∣{n ≤ Psn
rn+1
Rsn

rn+1
: usn− jv jq j

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ ≥ ε}∣∣∣∣∣
≤ lim

n→∞

1
P

sn
rn+1R

sn
rn+1

→ 0 as n→ ∞,

uniformly on [a, b]. This implies gn � 0 (ψn−relative equi-statistically). But

sup
z∈[0,1]

∣∣∣∣∣gn(z) − g(z)
σ(z)

∣∣∣∣∣ = 1, n ∈ N.

Thus, {gn} does not converge to 0 (ψn−statistically relative uniform). �

Example 4. Let usn− j = 1, vn = 1, rn = 0, sn = n, gn(z) = zn−1, σ(z) = 1
z and g(z) be given as

g(z) =

{
0, z ∈ [0, 1),
1, z = 1.

Here we can see that gn → g (ψn−statistically relative pointwise). Now, if we choose ε = 1
3 then ∀

n ∈ N, ∃ r > n s.t. for every m ∈ [3r−1, 3r) and z ∈ ( 3r
√

1
3 , 1); we have∣∣∣∣∣gn(z)

σ(z)

∣∣∣∣∣ = |zm|

>

∣∣∣∣∣( 3r

√
1
3

)m∣∣∣∣∣
>

∣∣∣∣∣(1
3

) 3r
3r
∣∣∣∣∣ =

1
3
.

Thus, clearly {gn} does not converge to 0 (ψn−relative equi-statistical).
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3. Korovkin-type approximation theorem

Korovkin-type approximation theorems have been investigated by many mathematicians with
various backgrounds involving function spaces, Banach spaces and so on. In 2010, Altomare [1]
“studied Korovkin-type theorem and approximation by positive linear operators”. In this segment,
we proved a Korovkin-type approximation theorem in relation to the conception of ψn−relative
equi-statistically convergence by using deferred Nörlund and deferred Riesz means that effectively
extend most of the existing results. For a detailed study on approximation theorems one may refer
to [7, 17, 18, 21].

Suppose C[a, b] is the space of all real-valued continuous functions on [a, b]. The space C[a, b] is a
Banach space with the norm

‖g‖C[a,b] = sup
z∈[a,b]

|g(z)|,

∀ g ∈ C[a, b]. Let Fn be a sequence of positive linear operators from C[a, b] into C[a, b], that is,
F(g) ≥ 0 whenever g ≥ 0. By F(g, z), we represent the value of Fg at a point z.

Theorem 3.1. Let Fn : C[a, b] → C[a, b] be a sequence of positive linear operators. Then ∀ g ∈
C[a, b],

Fn(g, z) � g(z) (ψn − relative equi-statistical) (3.1)

iff

Fn(gi, z) � gi(z) (ψn − relative equi-statistical) (3.2)

where σ(z) = max{|σi(z)| : |σi(z)| > 0} given that σi(z) is unbounded (i = 0, 1, 2) and

g0(z) = 1, g1(z) = z and g2(z) = z2.

Proof. As each of the functions given by gi(z) = zi ∈ C[a, b] (i = 0, 1, 2) is continuous, condition (3.1)
implies (3.2). Suppose (3.2) holds and assume g ∈ C[a, b]; then, ∃ a constant D such that

|g(z)| ≤ D (∀ z ∈ [a, b])

which implies

|g(y) − g(z)| ≤ 2D (∀ y, z ∈ [a, b]). (3.3)

For a given ε > 0, ∃ δ > 0 such that

|g(y) − g(z)| ≤ ε (3.4)

whenever
|y − z| < δ.

Select ϕ = ϕ(y, z) = (y − z)2. If |y − z| ≥ δ, then

|g(y) − g(z)| <
2D
δ2 ϕ(y, z). (3.5)
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From (3.4) and (3.5)

|g(y) − g(z)| < ε +
2D
δ2 ϕ(y, z)

−ε −
2D
δ2 ϕ(y, z) ≤ g(y) − g(z) ≤ ε +

2D
δ2 ϕ(y, z). (3.6)

By using linearity and monotonicity of the operator Fn(1, z), we get

Fn(1, z)
(
− ε −

2D
δ2 ϕ(y, z)

)
≤ Fn(1, z)[g(y) − g(z)]

≤ Fn(1, z)
(
ε +

2D
δ2 ϕ(y, z)

)
. (3.7)

Suppose z is fixed, so g(z) is a constant number. So, we have

−εFn(1, z) −
2D
δ2 Fn(ϕ, z) ≤ Fn(g, z) − g(z)Fn(1, z)

≤ εFn(1, z) +
2D
δ2 Fn(ϕ, z). (3.8)

But

Fn(g, z) − g(z) = [Fn(g, z) − g(z)Fn(1, z)] + g(z)[Fn(1, z) − 1] (3.9)

yields

Fn(g, z) − g(z) < εFn(1, z) +
2D
δ2 Fn(ϕ, z) + g(z)[Fn(1, z) − 1]. (3.10)

Next, computing Fn(ϕ, z) as

Fn(ϕ, z) = Fn((y − z)2, z) = Fn(y2 − 2yz + z2, z)
= Fn(y2, z) − 2zFn(y, z) + z2

F(1, z)
= [Fn(y2, z) − z2] − 2z[Fn(y, z) − z] + z2[Fn(1, z) − 1]

and using (3.10), we get

Fn(g, z) − g(z) < εFn(1, z) +
2D
δ2 {[Fn(y

2, z) − z2] − 2z[Fn(y, z) − z]

+ z2[Fn(1, z) − 1]} + g(z)[Fn(1, z) − 1]

= ε[Fn(1, z) − 1] + ε +
2D
δ2 {[Fnϕ(y2, z) − z2] − 2z[Fn(y, z) − z]

+ z2[Fn(1, z) − 1]} + g(z)[Fn(1, z) − 1].

Then,

|Fn(g, z) − g(z)| ≤ ε +

(
ε +

2D
δ2 + D

)
|Fn(1, z) − 1|
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+
4D
δ2 |Fn(y, z) − z| +

2D
δ2 |Fn(y

2, z) − z2|

≤ M
(
|Fn(1, z) − 1| + |Fn(y, z) − z| + |Fn(y2, z) − z2|

)
where M = max{ε + 2D

δ2 + D, 2D
δ2 ,

4D
δ2 }. Now, for a given x > 0, select ε > 0 s.t. ε

σ(z) < x. Then, by setting

Υn(z, xσ) =

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j

∣∣∣∣∣Fn(g, z) − g(z)
σ(z)

∣∣∣∣∣ ≥ x
}∣∣∣∣∣

and

Υi,n(z, xσ) =

∣∣∣∣∣{n : n ≤ Psn
rn+1
Rsn

rn+1
and usn− jv jq j

∣∣∣∣∣Fn(gi, z) − gi(z)
σi(z)

∣∣∣∣∣ ≥ x − ε
σ(z)

3M

}∣∣∣∣∣,
for i = 0, 1, 2, we get

Υ(z, xσ) ≤
2∑

i=0

Υi,n(z, xσ).

Thus, we have

‖Υi,n(z, xσ)‖C[a,b]

P
sn
rn+1Rrsn

n+1

≤

2∑
i=0

‖Υi,n(z, xσ)‖C[a,b]

P
sn
rn+1Rrsn

n+1

. (3.11)

Consequently, by the definition of ψn−relative equi-statistical and supposition of implication (3.2), the
right side of (3.11) approaches zero as n→ ∞. So, we have

‖Υi,n(z, xσ)‖C[a,b]

P
sn
rn+1Rrsn

n+1

= 0 (x > 0).

Thus, the implication (3.1) is true. �

Next, we give an example in support of the above theorem.
Example 5. Let I = [0, 1], the Meyer-König and Zeller operator mn(g,z) on C[0, 1] is given by

mn(g, z) =

∞∑
j=0

g
(

j
j + n + 1

)(
n + j

j

)
z j(1 − z)n− j (z ∈ [0, 1]).

Also, we define an operator Fn : C[0, 1]→ C[0, 1] by

Fn(g, z) = [1 + gn(z)]z(1 + zM)mn(g, z), (g ∈ C[0, 1]) (3.12)

where the sequence {gn(z)} of functions is as given in Example 1. Thus, we have

Fn(g0, z) = [1 + gn(z)]z(1 + zM)g0(z) = [1 + gn(z)]z,
Fn(g1, z) = [1 + gn(z)]z(1 + zM)g1(z) = [1 + gn(z)]z(1 + z)

and

Fn(g2, z) = [1 + gn(z)]z(1 + zM)
{
g2(z)

(
n + 2
n + 1

)
+

z
n + 1

}
AIMS Mathematics Volume 7, Issue 12, 20838–20849.
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= [1 + gn(z)]
{
(z)2

[(
n + 2
n + 1

)
z + 2

( 1
n + 1

)
+ 2z

(
n + 2
n + 1

)]}
.

Then,
gn � g = 0 (ψn − relative equi-statistically) on [0, 1].

Thus, we have
Fn(gi, z)� gi (ψn − relative equi-statistically) on [0, 1],

∀i = 0, 1, 2. So, by Theorem 3.1, we have

Fn(g, z)� g (ψn − relative equi-statistically) on [0, 1]

∀ g ∈ C[0, 1]. Since {gn} is not ψn−relative equi-statistical to g on [0,1], we can conclude that the work
in [17] is not valid for our operator given in (3.12), whereas our Theorem 3.1 still valid for operators
defined by (3.12).

4. Conclusions

Over many years, a great deal of work has been done on statistical convergence. In this paper, we
investigated deferred Nörlund and deferred Riesz relative equi-statistical convergence, relative uniform
statistical convergence and relative pointwise statistical convergence and proved the Korovkin-type
approximation theorem by using deferred Nörlund and deferred Riesz relative uniform convergence.
For further research one can use deferred Nörlund and deferred Riesz fractional difference statistical
probability convergence to prove the approximation theorem.
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47–63. https://doi.org/10.1524/anly.1988.8.12.47

7. H. Dutta, S. K. Paikray, B. B. Jena, On statistical deferred Cesàro summability, In: Current trends
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