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#### Abstract

Hadamard fractional calculus is one of the most important fractional calculus theories. Compared with a single Hadamard fractional order equation, Hadamard fractional differential equations have a more complex structure and a wide range of applications. It is difficult and challenging to study the dynamic behavior of Hadamard fractional differential equations. This manuscript mainly deals with the boundary value problem (BVP) of a nonlinear coupled Hadamard fractional system involving fractional derivative impulses. By applying nonlinear alternative of Leray-Schauder, we find some new conditions for the existence of solutions to this nonlinear coupled Hadamard fractional system. Our findings reveal that the impulsive function and its impulsive point have a great influence on the existence of the solution. As an application, we discuss an interesting example to verify the correctness and validity of our results.
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## 1. Introduction

In 1892, Hadamard [1] proposed a new fractional integral and derivative with logarithmic function as integral kernel. This kind of fractional calculus is called Hadamard type fractional calculus, which is as famous as Riemann-Liouville and Caputo fractional calculus. Compared with Riemann-Liouville and Caputo fractional derivatives, Hadamard fractional derivative is significantly different in that the kernel function is invariant to expansion and contraction. In fact, for a given order $\alpha>0$, the kernel function of Hadamard fractional derivative is $K_{H}(t, s)=\left(\log \frac{t}{s}\right)^{\alpha-1}$, while the kernel function
of Riemann-Liouville and Caputo fractional derivative is $K_{R}(t, s)=(t-s)^{\alpha-1}$. For any expansion coefficient $k>0$, it is easy to see that $K_{H}(k t, k s)=K_{H}(t, s)$ and $K_{R}(k t, k s) \neq K_{R}(t, s)$. Scholars have made various generalizations on fractional derivatives and integrals in theory, and these generalizations are still continuing up to now. At the same time, the application of fractional calculus has been widely studied. The theoretical and applied research results of fractional calculus have been published in the form of monographs (see [2-9]). The fractional boundary value problem is one of the important contents in the study of fractional differential system. Many practical application problems such as blood flow, chemical engineering, thermo elasticity, underground water flow, population dynamics, and so forth ultimately come down to the study of boundary value problem of fractional differential equation. Therefore, many kinds of fractional boundary value problem and their dynamic properties have been focused and deeply studied. The types of fractional boundary value problem mainly include nonlocal (multi-point) BVP [10-15], integral BVP [13, 14, 16-19], impulse BVP [15, 18-22] and delay BVP $[10,12,19]$, etc. The published papers on fractional differential system mainly study the existence [10-18, 22-27], stability [24, 28-36] and multiplicity [19, 21, 37, 38] of system solutions. Certainly, there have some previous works dealing with the Hadamard fractional system (see [39-47]). However, there are relatively few papers on the coupled system with Hadamard fractional derivative impulses. Compared with a single Hadamard fractional differential equation, Hadamard fractional differential equations have a more complex structure and a wide range of applications. In the process of applying fixed point theory to study the existence of solutions of Hadamard fractional differential equations, it is more difficult to construct the existence region of solutions and prove the compactness of operators than single equation.

In a recent paper [41], the authors considered the following impulsive integral BVP for a class of single Hadamard fractional equation.

$$
\left\{\begin{array}{l}
{ }^{H} D_{t_{k}}^{\alpha} y(t)=\sum_{i=1}^{m} f_{i}\left(t, y(t),{ }^{H} D_{t_{k}}^{\alpha} y(t),{ }^{H} D_{t_{k}}^{\beta_{i}} y(t)\right), t \in\left(t_{k}, t_{k+1}\right] \subset J, \quad 0 \leq k \leq n, \\
{ }^{H} J_{t_{k}}^{1-\alpha} y\left(t_{k}^{+}\right)-{ }^{H} J_{t_{k-1}}^{1-\alpha} y\left(t_{k}^{-}\right)=I_{k}\left(y\left(t_{k}\right)\right), 1 \leq k \leq n, \\
{ }^{H} J_{a}^{1-\alpha} y(a)=\lambda \cdot{ }^{H} J_{t_{n}}^{1-\alpha} y(T),
\end{array}\right.
$$

where $J=[a, T], 0<a<T, 0<\beta_{i}<\alpha<1(i=1,2, \ldots, m)$ and $\lambda \in R$ are some constants. ${ }^{H} D_{t_{k}}^{*}$ stands the left-sided Hadamard fractional derivatives of order $* .{ }^{H} J_{t_{k}}^{1-\alpha}$ is the left-sided Hadamard fractional integrals of order $1-\alpha . f_{i} \in C\left(J \times R^{3}, R\right), I_{k} \in C(R, R)$. The impulsive point sequence $\left\{t_{k}\right\}_{k=1}^{n}$ satisfies $a=t_{0}<t_{1}<t_{2}<t_{3}<\ldots<t_{n}<t_{n+1}=T .^{H} J_{t_{k}}^{1-\alpha} y\left(t_{k}^{+}\right)$and ${ }^{H} J_{t_{k-1}}^{1-\alpha} y\left(t_{k}^{-}\right)$represent the right and left limits at $t=t_{k}$ and satisfy ${ }^{H} J_{t_{k-1}}^{1-\alpha} y\left(t_{k}^{-}\right)={ }^{H} J_{t_{k-1}}^{1-\alpha} y\left(t_{k}\right)$, respectively. Applying the contraction mapping principle, they investigated the existence, uniqueness and stability of solution. This system gives a great inspiration to the structure of the equations studied in this paper.

Motivated by the above mentioned, this manuscript mainly focuses on the following BVP of nonlinear Hadamard fractional differential coupling system with fractional impulses.

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{2}}^{\alpha} x(t)=f\left(t, x(t),{ }^{H} D_{1^{+}+}^{\alpha_{1}} x(t),{ }^{H} D_{1_{+}}^{\beta_{1}} y(t)\right), t \in J, t \neq t_{k},  \tag{1.1}\\
{ }^{H} D_{1^{\prime}}^{\beta} y(t)=g\left(t, y(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1_{1}+}^{\beta_{1}} y(t)\right), t \in J, t \neq t_{k}, \\
{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{k}^{+}\right)-{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{k}^{-}\right)=I_{1 k}\left(x\left(t_{k}\right)\right), k=1, \ldots, n, \\
{ }^{H} D_{1^{+}}^{\gamma_{2}} y\left(t_{k}^{+}\right)-{ }^{H} D_{1^{+}+}^{\gamma_{2}} y\left(t_{k}^{-}\right)=I_{2 k}\left(y\left(t_{k}\right)\right), k=1, \ldots, n, \\
x(1)=x(e), y(1)=y(e),
\end{array}\right.
$$

where $J=[1, e], 1<\alpha, \beta<2,0<\alpha_{1}, \beta_{1}, \gamma_{1}, \gamma_{2}<1,{ }^{H} D_{1+}^{*}$ is the Hadamard fractional derivative of order $*, f, g \in C\left(J \times R^{3}, R\right), I_{1 k}, I_{2 k} \in C(R, R)$, and the pulse sequence $\left\{t_{k}\right\}$ satisfies $1=t_{0}<t_{1}<\ldots<$ $t_{n}<t_{n+1}=e,{ }^{H} D_{t_{k}^{+}}^{\gamma_{1}} x\left(t_{k}^{+}\right),{ }^{H} D_{t_{k}^{+}}^{\gamma_{2}} y\left(t_{k}^{+}\right)$and ${ }^{H} D_{t_{k-1}}^{\gamma_{1}} x\left(t_{k}^{-}\right),{ }^{H} D_{t_{k-1}}^{\gamma_{2}} y\left(t_{k}^{-}\right)$denote the right and left limits at $t=t_{k}$ such that ${ }^{H} D_{t_{k-1}^{t}}^{\gamma_{1}} x\left(t_{k}^{-}\right)={ }^{H} D_{t_{k-1}}^{\gamma_{k}{ }^{k}} x\left(t_{k}\right),{ }^{H} D_{t_{k-1}}^{\gamma_{2}} y\left(t_{k}^{-}\right)={ }^{H} D_{t_{k-1}}^{\gamma_{1}} y\left(t_{k}\right), k=1,2, \ldots, n$.

In this manuscript, our contributions mainly include two aspects. On the one hand, our system structure is relatively complex. For example, system (1.1) is a coupled system and involves six Hadamard fractional derivatives. However, most of the previous work is single equation and involves fewer fractional derivatives. On the other hand, we try to study the existence of solutions of Hadamard fractional equations by using fixed point theory. In fact, we prove the existence of solution of system (1.1) by applying nonlinear alternative of Leray-Schauder. The most important steps in the proof are the construction of the existence region of the solution of system (1.1) and the compactness verification of the defined nonlinear operator.

The rest of this paper is organized as follows. In Section 2, we recall some definitions and lemmas of the Hadamard fractional calculus. In Section 3, we obtain the solvability of system (1.1). In Section 4, an example is given to demonstrate the application of our main results. Finally, Section 5 is a brief summary.

## 2. Preliminaries

Let $C(J, R)$ be a Banach space of continuous functions from $J$ to $R$ with the norm $\|\omega\|_{C}=$ $\sup _{t \in J}|\omega(t)|$. A function set $P C(J, R)$ is defined by

$$
\begin{aligned}
P C(J, R)= & \left\{\omega(t) \in C(J, R):{ }^{H} D_{1^{+}}^{\alpha_{1}} \omega(t),{ }^{H} D_{1^{+}}^{\beta_{1}} \omega(t) \in C(J, R),{ }^{H} D_{1^{+}}^{\gamma_{1}} \omega\left(t_{k}^{+}\right),{ }^{H} D_{1^{+}}^{\gamma_{1}} \omega\left(t_{k}^{-}\right),\right. \\
& { }^{H} D_{1^{+}}^{\gamma_{2}} \omega\left(t_{k}^{+}\right) \text {and }{ }^{H} D_{1^{+}}^{\gamma_{2}} \omega\left(t_{k}^{-}\right) \text {all exist, and satisfy } D_{1^{+}}^{\gamma_{1}} \omega\left(t_{k}^{-}\right)={ }^{H} D_{1^{+}}^{\gamma_{1}} \omega\left(t_{k}\right), \\
& \left.{ }^{H} D_{1^{+}}^{\gamma_{2}} \omega\left(t_{k}^{-}\right)={ }^{H} D_{1^{+}}^{\gamma_{2}} \omega\left(t_{k}\right), 0<\alpha_{1}, \beta_{1}, \gamma_{1}, \gamma_{2}<1,1 \leq k \leq n\right\} .
\end{aligned}
$$

Obviously, $P C(J, R)$ is a real Banach space equipped with the norm

$$
\|\omega\|_{P C}=\max \left\{\|\omega\|_{C},\left\|^{H} D_{1^{+}}^{\alpha_{1}} \omega\right\|_{C},\left\|^{H} D_{1^{+}}^{\beta_{1}} \omega\right\|_{C}\right\} .
$$

Let $X=P C(J, R) \times P C(J, R)$. It is easy to verify that $X$ is a Banach space with the norm $\|(u, v)\|=$ $\max \left\{\|u\|_{P C},\|v\|_{P C}\right\}$, for all $(u, v) \in X$.

Definition 2.1. [5] For $a>0$, the left-sided Hadamard fractional integral of order $\alpha>0$ for a function $h:[a, \infty) \rightarrow R$ is defined by

$$
{ }^{H} J_{a^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{h(s)}{s} d s
$$

provided the integral exists, where $\Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-t} d t$ and $\log (\cdot)=\log _{e}(\cdot)$.
Definition 2.2. [5] For $a>0$, if $h \in C^{n}[a, \infty)$ and $\alpha>0$, the left-sided Hadamard fractional derivative of order $\alpha$ is defined by

$$
{ }^{H} D_{a^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)}\left(t \frac{d}{d t}\right)^{n} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} \frac{h(s)}{s} d s
$$

where $n-1<\alpha \leq n, n=[\alpha]+1$, and $[\alpha]$ denotes the integer part of the real number $\alpha$.

Lemma 2.1. [5] For $a>0$, assume that $h \in C^{n}(a, T) \cap L^{1}(a, T)$ with the left-sided Hadamard fractional derivative of order $\alpha>0$, then

$$
\left.{ }^{H} J_{a^{+}}^{\alpha}{ }^{H} D_{a^{+}}^{\alpha} h(t)\right)=h(t)+c_{1}\left(\log \frac{t}{a}\right)^{\alpha-1}+c_{2}\left(\log \frac{t}{a}\right)^{\alpha-2}+\ldots+c_{n}\left(\log \frac{t}{a}\right)^{\alpha-n}
$$

where $c_{i} \in R, i=1, \ldots, n-1, n$ and $n=[\alpha]+1$.
Lemma 2.2. [5] Assume that $\alpha, \beta>0$, then the following properties are true:

$$
\begin{gathered}
{ }^{H} D_{a^{+}}^{\alpha}\left(\log \frac{t}{a}\right)^{\beta-1}(x)=\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}\left(\log \frac{x}{a}\right)^{\beta-\alpha-1}, \\
{ }^{H} J_{a^{+}}^{\alpha}\left(\log \frac{t}{a}\right)^{\beta-1}(x)=\frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)}\left(\log \frac{x}{a}\right)^{\beta+\alpha-1}, \\
{ }^{H} D_{a^{+}}^{\alpha}\left(\log \frac{t}{a}\right)^{\alpha-j}(x)=0, j=1,2, \ldots,[\alpha]+1, \\
{ }^{H} D_{a^{+}}^{\alpha}\left({ }^{H} J_{a^{+}}^{\beta} y(t)\right)={ }^{H} J_{a^{+}}^{\beta-\alpha} y(t), \quad{ }^{H} J_{a^{+}}^{\beta}\left({ }^{H} J_{a^{+}}^{\alpha} y(t)\right)={ }^{H} J_{a^{+}}^{\alpha+\beta} y(t) .
\end{gathered}
$$

Lemma 2.3. (Nonlinear alternative of Leray-Schauder [48]) Let $X$ be a Banach space, $C$ be a nonempty convex subset of $X, \Omega$ be an open subset of $C$ with $\theta \in \Omega$. Suppose that $T: \bar{\Omega} \rightarrow C$ is a completely continuous mapping. Then, either
(i) the mapping $T$ has a fixed point in $\bar{\Omega}$, or
(ii) there exists $a u \in \partial \Omega$ and $\lambda \in(0,1)$ with $u=\lambda T u$.

Lemma 2.4. Let $1<\alpha<2,0<\gamma_{1}<1, I_{1 k} \in C(R, R)(k=1,2, \ldots, n)$ and $z \in C(J, R)$. Then a function $x \in P C(J, R)$ is a solution of the boundary value problem

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{+}}^{\alpha} x(t)=z(t), t \in J, t \neq t_{k},  \tag{2.1}\\
{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{k}^{+}\right)-{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{k}^{-}\right)=I_{1 k}\left(x\left(t_{k}\right)\right), 1 \leq k \leq n, \\
x(1)=x(e),
\end{array}\right.
$$

iff $x \in P C(J, R)$ is a solution of the following integral equation:

$$
x(t)=\left\{\begin{array}{l}
{ }^{H} J_{1^{+}}^{\alpha} z(t)+\left[\mathcal{B}_{n}-\mathcal{A}_{n}-{ }^{H} J_{1^{+}}^{\alpha} x(e)\right](\log t)^{\alpha-1}, t \in\left[1, t_{1}\right],  \tag{2.2}\\
{ }^{H} J_{1^{+}}^{\alpha} z(t)+\left[\mathcal{B}_{n}-\left(\mathcal{A}_{n}-\mathcal{A}_{k}\right)-{ }^{H} J_{1^{+}}^{\alpha} x(e)\right](\log t)^{\alpha-1}-\mathcal{B}_{k}(\log t)^{\alpha-2}, t \in\left(t_{k}, t_{k+1}\right],
\end{array}\right.
$$

where $k=1,2, \ldots, n$,

$$
\mathcal{A}_{k}=\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{k}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} I_{1 j}\left(x\left(t_{j}\right)\right), \quad \mathcal{B}_{k}=\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{k}\right)^{2+\gamma_{1}-\alpha} I_{1 k}\left(x\left(t_{k}\right)\right) .
$$

Proof. If $x \in P C(J, R)$ is a solution of (2.1), then, when $t \in\left[1, t_{1}\right]$, from Lemma 2.1, we have

$$
\begin{equation*}
x(t)={ }^{H} J_{1^{+}}^{\alpha} z(t)+c_{10}(\log t)^{\alpha-1}+c_{11}(\log t)^{\alpha-2} . \tag{2.3}
\end{equation*}
$$

By the right continuity of $x(t)$ at $t=1$, we get $c_{11}=0$. It follows from (2.3) and Lemma 2.2 that

$$
\begin{equation*}
{ }^{H} D_{1^{+}}^{\gamma_{1}} x(t)={ }^{H} D_{t_{0}}^{\gamma_{1}}\left[{ }^{H} J_{1^{\alpha}}^{\alpha} z(t)+c_{10}(\log t)^{\alpha-1}\right]={ }^{H} J_{1^{+}}^{\alpha-\gamma_{1}} z(t)+c_{10} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-\gamma_{1}\right)}(\log t)^{\alpha-\gamma_{1}-1} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{1}^{-}\right)={ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{1}\right)={ }^{H} J_{1^{+}}^{\alpha-\gamma_{1}} z\left(t_{1}\right)+c_{10} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-\gamma_{1}\right)}\left(\log t_{1}\right)^{\alpha-\gamma_{1}-1} \tag{2.5}
\end{equation*}
$$

When $t \in\left(t_{1}, t_{2}\right]$, we similarly have

$$
\begin{gather*}
x(t)={ }^{H} J_{1^{+}}^{\alpha} z(t)+c_{20}(\log t)^{\alpha-1}+c_{21}(\log t)^{\alpha-2}  \tag{2.6}\\
{ }^{H} D_{1^{+}}^{\gamma_{1}} x(t)={ }^{H} J_{1^{+}}^{\alpha-\gamma_{1}} z(t)+c_{20} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-\gamma_{1}\right)}(\log t)^{\alpha-\gamma_{1}-1}+c_{21} \frac{\Gamma(\alpha-1)}{\Gamma\left(\alpha-\gamma_{1}-1\right)}(\log t)^{\alpha-\gamma_{1}-2}, \tag{2.7}
\end{gather*}
$$

and

$$
\begin{equation*}
{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{1}^{+}\right)={ }^{H} J_{1^{+}}^{\alpha-\gamma_{1}} z\left(t_{1}\right)+c_{20} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-\gamma_{1}\right)}\left(\log t_{1}\right)^{\alpha-\gamma_{1}-1}+c_{21} \frac{\Gamma(\alpha-1)}{\Gamma\left(\alpha-\gamma_{1}-1\right)}\left(\log t_{1}\right)^{\alpha-\gamma_{1}-2} \tag{2.8}
\end{equation*}
$$

By (2.5), (2.8) and ${ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{1}^{+}\right)-{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{1}^{-}\right)=I_{11}\left(x\left(t_{1}\right)\right)$, we obtain

$$
\begin{equation*}
c_{20}-c_{10}=\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\Gamma(\alpha)}\left(\log t_{1}\right)^{1+\gamma_{1}-\alpha} I_{11}\left(x\left(t_{1}\right)\right)-c_{21} \frac{\alpha-\gamma_{1}-1}{\alpha-1}\left(\log t_{1}\right)^{-1} . \tag{2.9}
\end{equation*}
$$

From the continuity of $x(t)$ at $t=t_{1}$, (2.3) and (2.6), we get

$$
\begin{equation*}
c_{21}=-\left(c_{20}-c_{10}\right) \log t_{1} \tag{2.10}
\end{equation*}
$$

Equations (2.9) and (2.10) lead to

$$
\left\{\begin{array}{l}
c_{20}-c_{10}=\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{1}\right)^{1+\gamma_{1}-\alpha} I_{11}\left(x\left(t_{1}\right)\right),  \tag{2.11}\\
c_{21}=-\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{1}\right)^{2+\gamma_{1}-\alpha} I_{11}\left(x\left(t_{1}\right)\right) .
\end{array}\right.
$$

When $t \in\left(t_{k}, t_{k+1}\right], k=2,3, \ldots, n$, repeating the above calculation, we get

$$
\begin{equation*}
x(t)={ }^{H} J_{1^{\alpha}+z} z(t)+c_{k+1,0}(\log t)^{\alpha-1}+c_{k+1,1}(\log t)^{\alpha-2} \tag{2.12}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
c_{k+1,0}-c_{k 0}=\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{k}\right)^{1+\gamma_{1}-\alpha} I_{1 k}\left(x\left(t_{k}\right)\right),  \tag{2.13}\\
c_{k+1,1}=-\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{k}\right)^{2+\gamma_{1}-\alpha} I_{1 k}\left(x\left(t_{k}\right)\right) .
\end{array}\right.
$$

It follows from (2.11) and (2.13) that

$$
\left\{\begin{array}{l}
c_{k+1,0}=c_{10}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{k}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} I_{1 j}\left(x\left(t_{j}\right)\right),  \tag{2.14}\\
c_{k+1,1}=-\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{k}\right)^{2+\gamma_{1}-\alpha} I_{1 k}\left(x\left(t_{k}\right)\right)
\end{array}\right.
$$

Thus,

$$
\begin{aligned}
x(e) & ={ }^{H} J_{1^{+}}^{\alpha} z(e)+c_{n+1,0}(\log e)^{\alpha-1}+c_{n+1,1}(\log e)^{\alpha-2} \\
& ={ }^{H} J_{1^{+}}^{\alpha} z(e)+c_{10}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} I_{1 j}\left(x\left(t_{j}\right)\right)-\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{n}\right)^{2+\gamma_{1}-\alpha} I_{1 n}\left(x\left(t_{n}\right)\right) \\
& =x(1)=0,
\end{aligned}
$$

which implies that

$$
\begin{equation*}
c_{10}=\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{n}\right)^{2+\gamma_{1}-\alpha} I_{1 n}\left(x\left(t_{n}\right)\right)-{ }^{H} J_{1^{+}}^{\alpha} z(e)-\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} I_{1 j}\left(x\left(t_{j}\right)\right) . \tag{2.15}
\end{equation*}
$$

Substituting (2.15) and (2.14) into (2.3) and (2.12), one can easily obtain (2.2), that is, $x \in P C(J, R)$ is also a solution of (2.2). Since the above derivation is completely reversible, so vice versa. The proof is completed.

Similarly, we have the following assertion.
Lemma 2.5. Let $1<\beta<2,0<\gamma_{2}<1, I_{2 k} \in C(R, R)(k=1,2, \ldots, n)$ and $w \in C(J, R)$. Then a function $y \in P C(J, R)$ is a solution of the boundary value problem

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{+}}^{\beta} y(t)=w(t), t \in J, t \neq t_{k},  \tag{2.16}\\
{ }^{H} D_{1^{+}}^{\gamma_{2}} y\left(t_{k}^{+}\right)-{ }^{H} D_{1^{+}}^{\gamma_{2}} y\left(t_{k}^{-}\right)=I_{2 k}\left(y\left(t_{k}\right)\right), 1 \leq k \leq n, \\
y(1)=y(e),
\end{array}\right.
$$

iff $y \in P C(J, R)$ is a solution of the following integral equation:

$$
y(t)=\left\{\begin{array}{l}
{ }^{H} J_{1^{+}}^{\beta} w(t)+\left[\mathcal{D}_{n}-C_{n}-{ }^{H} J_{1^{+}}^{\beta} y(e)\right](\log t)^{\beta-1}, t \in\left[1, t_{1}\right],  \tag{2.17}\\
{ }^{H} J_{1^{+}}^{\beta} w(t)+\left[\mathcal{D}_{k}-\left(C_{n}-C_{k}\right)-{ }^{H} J_{1^{+}}^{\beta} y(e)\right](\log t)^{\beta-1}-\mathcal{D}_{k}(\log t)^{\beta-2}, t \in\left(t_{k}, t_{k+1}\right],
\end{array}\right.
$$

where $k=1,2, \ldots, n$,

$$
\mathcal{C}_{k}=\frac{\Gamma\left(\beta-\gamma_{2}\right)}{\gamma_{2} \Gamma(\beta-1)} \sum_{j=1}^{k}\left(\log t_{j}\right)^{1+\gamma_{2}-\beta} I_{2 j}\left(y\left(t_{j}\right)\right), \quad \mathcal{D}_{k}=\frac{\Gamma\left(\beta-\gamma_{2}\right)}{\gamma_{2} \Gamma(\beta-1)}\left(\log t_{k}\right)^{2+\gamma_{2}-\beta} I_{2 k}\left(y\left(t_{k}\right)\right) .
$$

## 3. Main results

In this section, we shall investigate the solvability of BVP (1.1) by employing the nonlinear alternative of Leray-Schauder.

Theorem 3.1. If the following conditions $\left(H_{1}\right)-\left(H_{4}\right)$ hold, then the boundary value problem (1.1) has at least a pair of solution.
$\left(H_{1}\right)$ The functions $f, g \in C\left(J \times R^{3}, R\right)$, and $I_{1 k}, I_{2 k} \in C(R, R), k=1,2, \ldots, n ;$
$\left(H_{2}\right)$ For all $u, v, w \in R, t \in J$, there exist $a_{i}, b_{i}, d_{i}, p_{i} \in C\left(J, R_{+}\right)$with $a_{i}^{*}=\sup _{t \in J} a_{i}(t), b_{i}^{*}=\sup _{t \in J} b_{i}(t)$, $d_{i}^{*}=\sup _{t \in J} d_{i}(t)$ and $p_{i}^{*}=\sup _{t \in J} p_{i}(t)(i=1,2)$, such that

$$
\begin{aligned}
& |f(t, u, v, w)| \leq a_{1}(t)+b_{1}(t)|u|+d_{1}(t)|v|+p_{1}(t)|w|, \\
& |g(t, u, v, w)| \leq a_{2}(t)+b_{2}(t)|u|+d_{2}(t)|v|+p_{2}(t)|w| ;
\end{aligned}
$$

$\left(H_{3}\right)$ For any $u \in R$, there exist some constants $M_{k}, N_{k}>0, k=1,2, \ldots, n$, such that

$$
\left|I_{1 k}(u)\right| \leq M_{k}|u|,\left|I_{2 k}(u)\right| \leq N_{k}|u| ;
$$

$\left(H_{4}\right) 0<\lambda_{1}, \lambda_{2}<1$, where

$$
\begin{aligned}
& \lambda_{1}=\frac{b_{1}^{*}+d_{1}^{*}+p_{1}^{*}+1}{\Gamma(\alpha+1)}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left[M_{n}+\sum_{j=1}^{n} M_{j}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha}+\left(\log t_{1}\right)^{\alpha-2} \sum_{j=1}^{n} M_{j}\right] \\
& \lambda_{2}=\frac{b_{2}^{*}+d_{2}^{*}+p_{2}^{*}+1}{\Gamma(\beta+1)}+\frac{\Gamma\left(\beta-\gamma_{2}\right)}{\gamma_{2} \Gamma(\beta-1)}\left[N_{n}+\sum_{j=1}^{n} N_{j}\left(\log t_{j}\right)^{1+\gamma_{2}-\beta}+\left(\log t_{1}\right)^{\beta-2} \sum_{j=1}^{n} N_{j}\right] .
\end{aligned}
$$

Proof. Let $\Omega=\{(x, y) \in X:\|(x, y)\|<r\}$, where $r \geq \max \left\{\frac{a_{1}^{*}}{\left(1-\lambda_{1}\right) \Gamma(\alpha+1)}, \frac{a_{2}^{*}}{\left(1-\lambda_{2}\right) \Gamma(\beta+1)}\right\}$. Then $\bar{\Omega}=\{(x, y) \in$ $X:\|(x, y)\| \leq r\}, \partial \Omega=\{(x, y) \in X:\|(x, y)\|=r\}$. According to Lemmas 2.4 and 2.5, define an operator $T: \bar{\Omega} \rightarrow X$ as follows:

$$
\begin{equation*}
T(x, y)(t)=\left(T_{1}(x, y)(t), T_{2}(x, y)(t)\right)^{T}, \forall(x, y) \in X, t \in J, \tag{3.1}
\end{equation*}
$$

where

$$
T_{1}(x, y)(t)= \begin{cases}{ }^{H} J_{1^{+}}^{\alpha} f\left(t, x(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1_{+}}^{\beta_{1}} y(t)\right)+\left[\mathcal{B}_{n}-\mathcal{A}_{n}-{ }^{H} J_{1^{+}}^{\alpha} x(e)\right](\log t)^{\alpha-1}, & t \in\left[1, t_{1}\right],  \tag{3.2}\\ { }^{H} J_{1^{+}}^{\alpha} f\left(t, x(t),{ }^{H} D_{1^{+}+}^{\alpha_{1}} x(t),{ }^{H} D_{1+}^{\beta_{1}} y(t)\right)+\left[\mathcal{B}_{n}-\left(\mathcal{A}_{n}-\mathcal{A}_{k}\right)\right. & t \in\left(t_{k}, t_{k+1}\right],\end{cases}
$$

and

$$
T_{2}(x, y)(t)= \begin{cases}{ }^{H} J_{1^{+}}^{\beta} g\left(t, y(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1^{+}}^{\beta_{1}} y(t)\right)+\left[\mathcal{D}_{n}-C_{n}-{ }^{H} J_{1^{+}}^{\beta} y(e)\right](\log t)^{\beta-1}, & t \in\left[1, t_{1}\right],  \tag{3.3}\\ { }^{H} J_{1^{+}}^{\beta} g\left(t, y(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1^{+}}^{\beta^{+}} y(t)\right)+\left[\mathcal{D}_{n}-\left(C_{n}-C_{k}\right)\right. & t \in\left(t_{k}, t_{k+1}\right] \\ \left.-{ }^{H} J_{1^{+}}^{\beta} y(e)\right](\log t)^{\beta-1}-\mathcal{D}_{k}(\log t)^{\beta-2},\end{cases}
$$

where $\mathcal{A}_{k}, \mathcal{B}_{k}, \mathcal{C}_{k}$ and $\mathcal{D}_{k}$ are defined as Lemmas 2.4 and 2.5. Thus, the existence of solution of system (1.1) is equivalent to the existence of fixed point of an operator $T$ defined by (3.1)-(3.3). Now we shall apply Lemma 2.3 to prove that $T$ exists a fixed point $\left(x^{*}(t), y^{*}(t)\right) \in \bar{\Omega}$. Firstly, we need to verify that $T: \bar{\Omega} \rightarrow X$ is completely continuous. In fact, for all $(x, y) \in \bar{\Omega}, t \in J=[1, e]$, when $t \in\left[1, t_{1}\right]$, we derive from conditions $\left(H_{1}\right)-\left(H_{4}\right)$ that

$$
\begin{align*}
&\left|T_{1}(x, y)(t)\right| \\
& \leq{ }^{H} J_{1^{\alpha}}^{\alpha}\left|f\left(t, x(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1+}^{\beta_{1}} y(t)\right)\right|+\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left(\log t_{1}\right)^{\alpha-1} \\
& \leq{ }^{H} J_{1^{+}}^{\alpha}\left[a_{1}(t)+b_{1}(t)|x(t)|+\left.d_{1}(t)\right|^{H} D_{1^{+}}^{\alpha_{1}} x(t)\left|+p_{1}(t)\right|^{H} D_{1+}^{\beta_{1}} y(t) \mid\right] \\
&+\left[\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{n}\right)^{2+\gamma_{1}-\alpha} M_{n}\left|x\left(t_{n}\right)\right|+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\left|x\left(t_{j}\right)\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left(\log t_{1}\right)^{\alpha-1} \\
& \leq{ }^{H} J_{1^{+}}^{\alpha}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{n}\|x\|_{P C} \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C}+{ }^{H} J_{1^{\alpha}+}^{\alpha}\|x\|_{P C} \\
& \leq{ }^{H} J_{1^{+}}^{\alpha}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n} M_{j}\|x\|_{P C} \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C}+{ }^{H} J_{1^{\alpha}+}^{\alpha}\|x\|_{P C} \\
& \leq {\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right] \cdot \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n} M_{j}\|x\|_{P C} } \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C}+\|x\|_{P C} \cdot \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s} \\
&= {\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right] \cdot \frac{1}{\Gamma(\alpha+1)}(\log t)^{\alpha}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{n}\|x\|_{P C} } \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C}+\|x\|_{P C} \cdot \frac{1}{\Gamma(\alpha+1)}(\log t)^{\alpha} \\
& \leq \frac{a_{1}^{*}}{\Gamma(\alpha+1)}+\left\{\frac{b_{1}^{*}+d_{1}^{*}+p_{1}^{*}+1}{\Gamma(\alpha+1)}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left[M_{n}+\sum_{j=1}^{n} M_{j}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha}\right]\right\}\|(x, y)\| \\
&< \frac{a_{1}^{*}}{\Gamma(\alpha+1)}+\lambda_{1}\|(x, y)\| \leq r . \tag{3.4}
\end{align*}
$$

When $t \in\left(t_{k}, t_{k+1}\right], k=1,2, \ldots, n$, we have

$$
\begin{aligned}
\left|T_{1}(x, y)(t)\right| \leq & { }^{H} J_{1^{+}}^{\alpha}\left|f\left(t, x(t),{ }^{H} D_{1^{\alpha}+}^{\alpha_{1}} x(t),{ }^{H} D_{1_{+}}^{\beta_{1}} y(t)\right)\right| \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}-\mathcal{A}_{k}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right](\log t)^{\alpha-1}+\left|\mathcal{B}_{k}\right|(\log t)^{\alpha-2} \\
\leq & { }^{H} J_{1^{+}}^{\alpha}\left[a_{1}(t)+b_{1}(t)|x(t)|+\left.d_{1}(t)\right|^{H} D_{1^{+}}^{\alpha_{1}} x(t)\left|+p_{1}(t)\right|^{H} D_{1_{+}}^{\beta_{1}} y(t) \mid\right] \\
& +\left[\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{n}\right)^{2+\gamma_{1}-\alpha} M_{n}\left|x\left(t_{n}\right)\right|+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=k+1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\left|x\left(t_{j}\right)\right|\right. \\
& \left.+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left(\log t_{k+1}\right)^{\alpha-1}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left(\log t_{k}\right)^{2+\gamma_{1}-\alpha} M_{k}\left|x\left(t_{k}\right)\right|\left(\log t_{k}\right)^{\alpha-2}
\end{aligned}
$$

$$
\begin{align*}
& \leq^{H} J_{1^{\alpha}}^{\alpha}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{n}\|x\|_{P C}+{ }^{H} J_{1^{+}}^{\alpha}\|x\|_{P C} \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{k}\left|x\left(t_{k}\right)\right|\left(\log t_{1}\right)^{\alpha-2} \\
& \leq^{H} J_{1^{+}}^{\alpha}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{n}\|x\|_{P C}+{ }^{H} J_{1^{+}}^{\alpha}\|x\|_{P C} \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n} M_{j}\|x\|_{P C}\left(\log t_{1}\right)^{\alpha-2} \\
& \leq {\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right] \cdot \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s} } \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{n}\|x\|_{P C}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C} \\
&+\|x\|_{P C} \cdot \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n} M_{j}\|x\|_{P C}\left(\log t_{1}\right)^{\alpha-2} \\
&= {\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right] \cdot \frac{1}{\Gamma(\alpha+1)}(\log t)^{\alpha} } \\
&+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} M_{n}\|x\|_{P C}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha} M_{j}\|x\|_{P C} \\
&+\|x\|_{P C} \cdot \frac{1}{\Gamma(\alpha+1)}(\log t)^{\alpha}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)} \sum_{j=1}^{n} M_{j}\|x\|_{P C}\left(\log t_{1}\right)^{\alpha-2} \\
& \leq \frac{a_{1}^{*}}{\Gamma(\alpha+1)}+\left\{\frac{b_{1}^{*}+d_{1}^{*}+p_{1}^{*}+1}{\Gamma(\alpha+1)}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left[M_{n}+\sum_{j=1}^{n} M_{j}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha}\right.\right. \\
&\left.\left.+\left(\log t_{1}\right)^{\alpha-2} \sum_{j=1}^{n} M_{j}\right]\right\}\|(x, y)\|=\frac{a_{1}^{*}}{\Gamma(\alpha+1)}+\lambda_{1}\|(x, y)\| \leq r . \tag{3.5}
\end{align*}
$$

Similar to (3.4) and (3.5), we also have

$$
\begin{align*}
\left|T_{2}(x, y)(t)\right| & \leq \frac{a_{2}^{*}}{\Gamma(\beta+1)}+\left\{\frac{b_{2}^{*}+d_{2}^{*}+p_{2}^{*}+1}{\Gamma(\beta+1)}+\frac{\Gamma\left(\beta-\gamma_{2}\right)}{\gamma_{2} \Gamma(\beta-1)}\left[\sum_{j=1}^{n} N_{j}\left(\log t_{j}\right)^{1+\gamma_{2}-\beta}+N_{n}\right]\right\}\|(x, y)\| \\
& <\frac{a_{2}^{*}}{\Gamma(\beta+1)}+\lambda_{2}\|(x, y)\| \leq r, t \in\left[1, t_{1}\right] \tag{3.6}
\end{align*}
$$

and

$$
\begin{align*}
& \left|T_{2}(x, y)(t)\right| \\
\leq & \frac{a_{2}^{*}}{\Gamma(\beta+1)}+\left\{\frac{b_{2}^{*}+d_{2}^{*}+p_{2}^{*}+1}{\Gamma(\beta+1)}+\frac{\Gamma\left(\beta-\gamma_{2}\right)}{\gamma_{2} \Gamma(\beta-1)}\left[\sum_{j=1}^{n} N_{j}\left(\log t_{j}\right)^{1+\gamma_{2}-\beta}+N_{n}+\left(\log t_{1}\right)^{\beta-2} \sum_{j=1}^{n} N_{j}\right]\right\}\|(x, y)\| \\
= & \frac{a_{2}^{*}}{\Gamma(\beta+1)}+\lambda_{2}\|(x, y)\| \leq r, t \in\left(t_{k}, t_{k+1}\right] \tag{3.7}
\end{align*}
$$

From (3.4)-(3.7), one knows that $T$ is uniformly bounded and $T(\bar{\Omega}) \subset \bar{\Omega}$.
Next, we show that the operator $T$ is equicontinuous. Indeed, let $\tau_{2}, \tau_{1} \in J=[1, e]$ with $\tau_{1}<\tau_{2}$ and $(x, y) \in \bar{\Omega}$, then when $\tau_{1}, \tau_{2} \in\left[1, t_{1}\right]$, we have

$$
\begin{align*}
& \left|T_{1}(x, y)\left(\tau_{2}\right)-T_{1}(x, y)\left(\tau_{1}\right)\right| \\
& \leq{ }^{H} J_{1^{+}}^{\alpha} f\left(\tau_{2}, x\left(\tau_{2}\right),{ }^{H} D_{1^{+}}^{\alpha_{1}} x\left(\tau_{2}\right),{ }^{H} D_{1+}^{\beta_{1}} y\left(\tau_{2}\right)\right)-{ }^{H} J_{1^{+}}^{\alpha} f\left(\tau_{1}, x\left(\tau_{1}\right),{ }^{H} D_{1^{+}}^{\alpha_{1}} x\left(\tau_{1}\right),{ }^{H} D_{1+}^{\beta_{1}} y\left(\tau_{1}\right)\right) \mid \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1}^{\alpha}+|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \\
& =\left\lvert\, \frac{1}{\Gamma(\alpha)} \int_{1}^{\tau_{2}}\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1} f\left(s, x(s),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(s),{ }^{H} D_{1+}^{\beta_{1}} y(s)\right) \frac{d s}{s}\right. \\
& \left.\frac{1}{\Gamma(\alpha)} \int_{1}^{\tau_{1}}\left(\log \frac{\tau_{1}}{s}\right)^{\alpha-1} f\left(s, x(s),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(s),{ }^{H} D_{1+}^{\beta_{1}} y(s)\right) \frac{d s}{s} \right\rvert\, \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1^{\alpha}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \\
& =\left\lvert\, \frac{1}{\Gamma(\alpha)} \int_{1}^{\tau_{1}}\left[\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{\tau_{1}}{s}\right)^{\alpha-1}\right] f\left(s, x(s),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(s),{ }^{H} D_{1+}^{\beta_{1}} y(s)\right) \frac{d s}{s}\right. \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1} f\left(s, x(s),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(s),{ }^{H} D_{1+}^{\beta_{1}} y(s)\right) \frac{d s}{s} \right\rvert\, \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{\tau_{1}}\left[\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{\tau_{1}}{s}\right)^{\alpha-1}\right]\left|f\left(s, x(s),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(s),{ }^{H} D_{1+}^{\beta_{1}} y(s)\right)\right| \frac{d s}{s} \\
& +\frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1}\left|f\left(s, x(s),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(s),{ }^{H} D_{1_{+}}^{\beta_{1}} y(s)\right)\right| \frac{d s}{s} \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \\
& \leq\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right] \cdot \frac{1}{\Gamma(\alpha)} \int_{1}^{\tau_{1}}\left[\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{\tau_{1}}{s}\right)^{\alpha-1}\right] \frac{d s}{s} \\
& +\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right] \cdot \frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\log \frac{\tau_{2}}{s}\right)^{\alpha-1} \frac{d s}{s} \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \\
& =\frac{1}{\Gamma(\alpha+1)}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]\left[\left(\log \tau_{2}\right)^{\alpha}-\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\alpha}-\left(\log \tau_{1}\right)^{\alpha}\right] \\
& +\frac{1}{\Gamma(\alpha+1)}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\alpha} \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \rightarrow 0 \text {, as } \tau_{1} \rightarrow \tau_{2} . \tag{3.8}
\end{align*}
$$

When $\tau_{1}, \tau_{2} \in\left(t_{k}, t_{k+1}\right], k=1,2, \ldots, n$, similar to (3.8), we get

$$
\begin{aligned}
& \left|T_{1}(x, y)\left(\tau_{2}\right)-T_{1}(x, y)\left(\tau_{1}\right)\right| \\
\leq & \left.\right|^{H} J_{1^{+}}^{\alpha} f\left(\tau_{2}, x\left(\tau_{2}\right),{ }^{H} D_{1^{+}}^{\alpha_{1}} x\left(\tau_{2}\right),{ }^{H} D_{1_{+}}^{\beta_{1}} y\left(\tau_{2}\right)\right)-{ }^{H} J_{1^{+}}^{\alpha} f\left(\tau_{1}, x\left(\tau_{1}\right),{ }^{H} D_{1^{+}}^{\alpha_{1}} x\left(\tau_{1}\right),{ }^{H} D_{1+}^{\beta_{1}} y\left(\tau_{1}\right)\right) \mid \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}-\mathcal{A}_{k}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right|+\left|\mathcal{B}_{k}\right|\left|\left(\log \tau_{2}\right)^{\alpha-2}-\left(\log \tau_{1}\right)^{\alpha-2}\right| \\
\leq & \frac{1}{\Gamma(\alpha+1)}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]\left[\left(\log \tau_{2}\right)^{\alpha}-\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\alpha}-\left(\log \tau_{1}\right)^{\alpha}\right]
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{\Gamma(\alpha+1)}\left[a_{1}^{*}+b_{1}^{*}\|x\|_{P C}+d_{1}^{*}\|x\|_{P C}+p_{1}^{*}\|y\|_{P C}\right]\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\alpha} \\
& +\left[\left|\mathcal{B}_{n}\right|+\left|\mathcal{A}_{n}-\mathcal{A}_{k}\right|+{ }^{H} J_{1^{+}}^{\alpha}|x(e)|\right]\left|\left(\log \tau_{2}\right)^{\alpha-1}-\left(\log \tau_{1}\right)^{\alpha-1}\right| \\
& +\left|\mathcal{B}_{k}\right|\left|\left(\log \tau_{2}\right)^{\alpha-2}-\left(\log \tau_{1}\right)^{\alpha-2}\right| \rightarrow 0, \text { as } \tau_{1} \rightarrow \tau_{2} . \tag{3.9}
\end{align*}
$$

Similar to (3.8) and (3.10), we obtain

$$
\begin{align*}
& \left|T_{2}(x, y)\left(\tau_{2}\right)-T_{2}(x, y)\left(\tau_{1}\right)\right| \\
\leq & \frac{1}{\Gamma(\beta+1)}\left[a_{2}^{*}+b_{2}^{*}\|x\|_{P C}+d_{2}^{*}\|x\|_{P C}+p_{2}^{*}\|y\|_{P C}\right]\left[\left(\log \tau_{2}\right)^{\beta}-\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\beta}-\left(\log \tau_{1}\right)^{\beta}\right] \\
& +\frac{1}{\Gamma(\beta+1)}\left[a_{2}^{*}+b_{2}^{*}\|x\|_{P C}+d_{2}^{*}\|x\|_{P C}+p_{2}^{*}\|y\|_{P C}\right]\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\beta}+\left[\left|\mathcal{D}_{n}\right|+\left|C_{n}\right|+{ }^{H} J_{1^{+}}^{\beta}|y(e)|\right] \\
& \times\left|\left(\log \tau_{2}\right)^{\beta-1}-\left(\log \tau_{1}\right)^{\beta-1}\right| \rightarrow 0, \text { as } \tau_{1} \rightarrow \tau_{2}, \tau_{1}, \tau_{2} \in\left[1, t_{1}\right], \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
& \left|T_{2}(x, y)\left(\tau_{2}\right)-T_{2}(x, y)\left(\tau_{1}\right)\right| \\
\leq & \frac{1}{\Gamma(\beta+1)}\left[a_{2}^{*}+b_{2}^{*}\|x\|_{P C}+d_{2}^{*}\|x\|_{P C}+p_{2}^{*}\|y\|_{P C}\right]\left[\left(\log \tau_{2}\right)^{\beta}-\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\beta}-\left(\log \tau_{1}\right)^{\beta}\right] \\
& +\frac{1}{\Gamma(\beta+1)}\left[a_{2}^{*}+b_{2}^{*}\|x\|_{P C}+d_{2}^{*}\|x\|_{P C}+p_{2}^{*}\|y\|_{P C}\right]\left(\log \frac{\tau_{2}}{\tau_{1}}\right)^{\beta} \\
& +\left[\left|\mathcal{D}_{n}\right|+\left|C_{n}-C_{k}\right|+{ }^{H} J_{1}^{\beta}|y(e)|\right]\left|\left(\log \tau_{2}\right)^{\beta-1}-\left(\log \tau_{1}\right)^{\beta-1}\right| \\
& +\left|\mathcal{D}_{k}\right|\left|\left(\log \tau_{2}\right)^{\beta-2}-\left(\log \tau_{1}\right)^{\beta-2}\right| \rightarrow 0, \text { as } \tau_{1} \rightarrow \tau_{2}, \tau_{1}, \tau_{2} \in\left(t_{k}, t_{k+1}\right] . \tag{3.11}
\end{align*}
$$

From (3.8)-(3.11), we conclude that, for all $\epsilon>0$ and $(x, y) \in X$, there exists $v=v(\epsilon)>0$ with $v \leq \max \left\{t_{k+1}-t_{k}: k=0,1,2, \ldots, n\right\}$ such that $\|T(x, y)\|<\epsilon$ provided that $\left|\tau_{2}-\tau_{1}\right|<v$ for all $\tau_{2}, \tau_{2} \in[1, e]$. That is, the operator $T$ is equicontinuous. Hence, by the Arzela-Ascoli theorem, we know that $T: \bar{\Omega} \rightarrow \bar{\Omega}$ is completely continuous.

Finally, We prove that the condition (ii) of Lemma 2.3 is not true. In fact, for all $(\bar{x}, \bar{y}) \in \partial \Omega$, $0<\lambda<1$ and $t \in[1, e]$, analogous to (3.5)-(3.7), we have

$$
\begin{equation*}
\left|\lambda T_{1}(\bar{x}, \bar{y})(t)\right| \leq \lambda\left(\frac{a_{1}^{*}}{\Gamma(\alpha+1)}+\lambda_{1}\|(\bar{x}, \bar{y})\|\right) \leq \lambda r<r, \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda T_{2}(\bar{x}, \bar{y})(t)\right| \leq \lambda\left(\frac{a_{2}^{*}}{\Gamma(\beta+1)}+\lambda_{2}\|(\bar{x}, \bar{y})\|\right) \leq \lambda r<r . \tag{3.13}
\end{equation*}
$$

Equations (3.12) and (3.13) implies that $\|\lambda T(\bar{x}, \bar{y})\|<\|(\bar{x}, \bar{y})\|=r$, that is, $(\bar{x}, \bar{y}) \neq \lambda T(\bar{x}, \bar{y})$, for all $(\bar{x}, \bar{y}) \in \partial \Omega$. According to Lemma 2.5, we know that the system (1.1) has at least a pair of solution $\left(x^{*}, y^{*}\right) \in \bar{\Omega}$. The proof is completed.

## 4. Illustrative example

Consider the following boundary value problem for nonlinear Hadamard fractional differential coupling system with fractional order impulses.

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{+}}^{\alpha} x(t)=f\left(t, x(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1_{+}}^{\beta_{1}} y(t)\right), t \in[1, e], t \neq t_{k},  \tag{4.1}\\
{ }^{H} D_{1^{+}}^{\beta} y(t)=g\left(t, y(t),{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t),{ }^{H} D_{1^{+}}^{\beta_{1}} y(t)\right), t \in[1, e], t \neq t_{k}, \\
{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{k}^{+}\right)-{ }^{H} D_{1^{+}}^{\gamma_{1}} x\left(t_{k}^{-}\right)=I_{1 k}\left(x\left(t_{k}\right)\right), k=1, \ldots, n, \\
{ }^{H} D_{1^{+}}^{\gamma^{2}} y\left(t_{k}^{+}\right)-{ }^{H} D_{1^{+}+}^{\gamma_{2}} y\left(t_{k}^{-}\right)=I_{2 k}\left(y\left(t_{k}\right)\right), k=1, \ldots, n, \\
x(1)=x(e), y(1)=y(e),
\end{array}\right.
$$

where $\alpha=\frac{3}{2}, \beta=\frac{5}{4}, \alpha_{1}=\frac{1}{2}, \beta_{1}=\frac{3}{4}, \gamma_{1}=\frac{1}{8}, \gamma_{2}=\frac{7}{8}, n=2, t_{1}=\frac{5}{4}, t_{2}=2, f(t, u, v, w)=\frac{2+u+v+w}{100+100 e^{+5+5}}$, $g(t, u, v)=\frac{t+\arctan (u+v+w)}{100 e^{t+5}}, I_{11}(u)=I_{22}(u)=\frac{u}{200}, I_{12}(u)=I_{21}(u)=\frac{\sqrt[3]{u}}{200}$. Obviously, $f, g \in C\left(J \times R^{3}, R\right)$, $I_{11}, I_{12}, I_{21}, I_{22} \in C(R, R)$. By a simple calculation, we obtain

$$
\begin{gathered}
a_{1}(t)=\frac{2}{100+100 e^{t+5}}, \quad b_{1}(t)=d_{1}(t)=p_{1}(t)=\frac{1}{100+100 e^{t+5}}, \quad a_{1}^{*}=\frac{1}{50+50 e^{6}}, \\
b_{1}^{*}=d_{1}^{*}=p_{1}^{*}=\frac{1}{100+100 e^{6}}, \quad a_{2}(t)=\frac{t}{100 e^{t+5}}, \quad b_{2}(t)=d_{2}(t)=p_{2}(t)=\frac{1}{100 e^{t+5}}, \\
a_{2}^{*}=b_{2}^{*}=d_{2}^{*}=p_{2}^{*}=\frac{1}{100 e^{6}}, \quad M_{1}=M_{2}=\frac{1}{200}, \quad N_{1}=N_{2}=\frac{1}{600} .
\end{gathered}
$$

Thus, we get

$$
\begin{aligned}
& \lambda_{1}=\frac{b_{1}^{*}+d_{1}^{*}+p_{1}^{*}+1}{\Gamma(\alpha+1)}+\frac{\Gamma\left(\alpha-\gamma_{1}\right)}{\gamma_{1} \Gamma(\alpha-1)}\left[M_{n}+\sum_{j=1}^{n} M_{j}\left(\log t_{j}\right)^{1+\gamma_{1}-\alpha}+\left(\log t_{1}\right)^{\alpha-2} \sum_{j=1}^{n} M_{j}\right] \approx 0.9155<1, \\
& \lambda_{2}=\frac{b_{2}^{*}+d_{2}^{*}+p_{2}^{*}+1}{\Gamma(\beta+1)}+\frac{\Gamma\left(\beta-\gamma_{2}\right)}{\gamma_{2} \Gamma(\beta-1)}\left[N_{n}+\sum_{j=1}^{n} N_{j}\left(\log t_{j}\right)^{1+\gamma_{2}-\beta}+\left(\log t_{1}\right)^{\beta-2} \sum_{j=1}^{n} N_{j}\right] \approx 0.8931<1,
\end{aligned}
$$

So all the conditions $\left(H_{1}\right)-\left(H_{4}\right)$ are true. According to Theorem 3.1, the boundary value problem (4.1) exists at least a pair of solution.

## 5. Conclusions

Hadamard fractional calculus, like Riemann Liouville and Caputo fractional calculus, is an important generalization and extension of the classical integral order calculus theory. Based on the need of theoretical development and wide application, Hadamard fractional differential equation has been paid much attention and studied by many scholars. However, the previous findings are few for Hadamard fractional coupled equations. Therefore, this paper deals with a Hadamard fractional coupled system involving fractional derivative impulses. We obtain some new sufficient criteria for the existence of solutions by use of the Leray-Schauder alternative theorem. The condition $\left(H_{4}\right)$ shows
that the value of the impulse point $t_{k}$ directly affects the existence of the solution of the system (1.1). At the same time, our methods and techniques can be used for reference to similar problems. Since system (1.1) only involves the impulsive effect and two-point boundary value conditions, we can further explore the dynamic behavior of Hadamard fractional coupled system under the influence of delay effect, nonlocal boundary value condition and integral boundary value condition in the future.
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