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1. Introduction

The subject of fractional calculus has gained considerable popularity and importance during the
past three decades, due to, on one side, its well-recognized applicability in diverse and widespread
fields of science and engineering, and on the other side, its attractive complementary of the integer
order calculus in mathematical sciences. Interested reader in fractional calculus and fractional partial
differential equations (FPDEs) can refer to [1-3].

In recent years the research of optimal control problem governed by FPDEs has formed a hot topic
not only in theoretical investigation, but also in numerical methods. In [4, 5] the authors discussed the
wellposedness of optimal control problem governed by time fractional diffusion equation with control
constraint and state constraint, respectively. The authors in [6-9] studied the finite element method for
optimal control problem governed by the fractional Laplace equation, the prior error estimate and the
posterior error estimate were derived. A spectral Galerkin approximation of optimal control problem
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governed by Riesz fractional differential equation was investigated in [10]. The integral definition of
the fractional Laplacian and a linear-quadratic optimal control problem for the fractional heat equation
with control constraints were analyzed in [11]. Finite element method for optimal control problem for
a fractional semilinear PDE with control constraints was studied in [12]. Numerical method for solving
a class of fractional optimal control problems with canonical equality and inequality constraints was
considered in [13, 14]. Li et al. [15] presented a numerical method for solving nonlinear fractional
optimal control problems with multiple states and controls. A spectral optimization methods for the
time fractional diffusion inverse problem was discussed in [16]. Spectral Galerkin approximation of
time fractional optimal control problems with integral constraint on the state was studied in [17]. Du
et al. [18] studied the optimal control problem of fractional diffusion equations based on the finite
difference fast projection gradient algorithm. Wu and Huang [19] introduced a time parallel algorithm
to solve the optimal control problem of fractional diffusion equation in order to reduce the computation
time. Also we refer the interested reader in optimal control problem for FPDEs to see [20-25] and its
references for some recent works in the subject.

To the best of our knowledge, only few attempts have been made to develop the posteriori error
estimation for problems involving fractional derivative, especially the one for optimal control problem
governed by FPDEs. An a posteriori error analysis for an optimal control problem involving the
fractional Laplacian was introduced in [7]. An a posteriori error estimator for PDE constrained
optimization problem involving a nondifferentiable cost functional, fractional diffusion, and
control-constraints was proposed and analyzed in [26]. In an earlier work of Ye and Xu [27], a
posteriori error estimates for spectral method was carried out for the fractional optimal control
problem governed by the time fractional diffusion equation with Riemann-Liouville fractional
derivative. It is known within the community of fractional calculus that with the Riemann-Liouville
definition, only homogeneous conditions (under an integral form) is possible. As an extension of the
above mentioned paper [27], in this work we shall mainly be interested in a posteriori error estimates
for the fractional optimal control problem with non-homogeneous conditions. As we are going to see,
the non-homogeneous case presents a considerable difference on the solution property, and introduces
additional non-trivial difficulties into the analysis of the a posteriori error of the optimal control
problem.

The literature reports several definitions for the fractional derivative, including the expressions
derived by Riemann-Liouville, Caputo, Riesz, Riesz-Caputo, Grunwald-Letnikov, Hadamard, and so
on. Although the way to impose suitable initial conditions for different definitions has been discussed
in the literature, there are still some issues need to be clarified. We will focus on the initial value
problem for Riemann-Liouville and Caputo fractional differential equations in Section 2, where some
new initial conditions are derived. Besides, as compared to the posteriori error analysis in [27], the
presence of a singular term 7 in the right hand side of the state equation associated to the
non-homogeneous initial condition leads to additional difficulties. Hence special techniques such as
Embedding Theorem should be adopt to achieve reliable a posteriori error estimator.

The rest of this paper is organized as follows. In Section 2, we discuss the issue about the initial
condition for Riemann-Liouville and Caputo fractional ordinary differential equation, and propose a
consistent way to impose the “well-defined” initial condition. The formulation of the optimal control
problem with non-homogeneous initial conditions and the optimality conditions are presented in
Section 3. Section 4 describes the spectral discretization of the optimal control problem. In Section 5,
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we establish the main result on the posteriori error analysis for the considered problem. Numerical
experiment is presented in Section 6, showing that the posteriori error estimates are reliable. Some
concluding remarks are given at the end of the paper.

2. Issue on the initial condition

In this section we discuss the issue how to correctly impose initial conditions for the time fractional
differential equations involving Riemann-Liouville and Caputo fractional derivatives, respectively.
Let!=(0,T),T > 0. We begin with the following fractional differential equation:

EDu(r) = f(1), Vtel, 2.1)
where #D? is the Riemann-Liouville fractional differential operator of order @ given by

1 d (" v(r)

d
Ry« -«
Div(t) = —1, )= ——— dr, Vtel
VO =gV O = rrT o @ ), G
The following initial condition of integral form
lim I u(t) = ug (2.2)
=

for a given u, should be provided to guarantee the uniqueness of the solution, where 0 < @ < 1, I is
the Riemann-Liouville fractional integral operator of order « defined by

"ow(r)

Ot Jy T

In fact, a direct calculation using [3, Lemma 5.2] gives the expression of the solution to (2.1):

! 1 " f(rdr

lim 1" u(t .
f@ e 'O vy Jy Gt

u(t) =

(2.3)

Clearly, the solution uniquely exists subject to the condition (2.2). This is in agreement with the
common sense in two extreme cases: @« — 1 and @ — 0. In the former case, it was shown [1]:
1 " u(t)dr
ra-a) Jo (t—1)

- ul®), a-—o1. (2.4)

Thus the Eq (2.1) becomes
u'(t) = f(), Vrel,
and the initial condition (2.2) becomes
u(0) = up. (2.5)

In the latter case, i.e., @ — 0, it can be easily verified from (2.3) that u(r) — f(t) for integrable f.

One of the main inconveniences with the Eq (2.1) is that there will be not much choice in imposing
a well-defined initial condition uy for 0 < @ < 1. In fact, it has been shown in [28] the following
lemma.
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Lemma2.l. [28]If O<a <1/2,uc L*(I),orif 1/2<a<1l,uec HU), a—1/2 < s < 1/2, then it
holds

ml}-au(z) =0.

This means there will not be a solution in L>(/) for 0 < @ < 1/2 orin H*(I),a — 1/2 < s < 1/2 for
1/2 < @ < 1if uy # 0. In other words, the initial condition (2.2) has to be homogeneous if we want a
reasonably regular solution.

In order to be able to use non-homogeneous initial conditions, a common practice is to consider the
fractional equation with Caputo derivative as follows:

Du(t) = f(t), Vtel, (2.6)
where D¢ is the Caputo differential operator defined by
1 t ’
Dry(r) = Y@ e vier

rda-a) Jo (t—1)
It has been widely believed that the Eq (2.6) subject to the standard form of the initial condition
u(0) = ug 2.7)

is well-posed. However, this may not be true if we are interested in weak solutions or even singular
solutions. For example, if we consider the right hand side function f(f) = =12 € L*(I), 6 > 0, it is not
difficult to check that the Eq (2.6) admits a unique solution

IS+ 3)
T T@+6+ )
which belongs to H**~#(I) for any & > 0, but has non finite values at = 0 for 0 < @ < 1/2,0 < § <
1/2 — a. In fact the initial condition (2.7) can only be made sense for f € H°(I) with § > 1/2 — a.

For the purpose to impose the initial condition in a consistent way and allow for weaker solutions,
we propose to consider the fractional differential equation under Riemann-Liouville definition:

t(t+6—l/2

u(t)

b

D) = f(r) + r(”f;_a) O<a<l. 2.8)

It is seen in the above equation that an “initial condition” is imposed in a weak sense in the right
hand side, similar to the Neumann condition for a second order elliptic problem. This is motivated by
the relationship

v(0)

r-a)’
which is true for all functions v such that all terms in the above identity are well-defined. A direct
computation shows that the Eq (2.8) subject to the initial condition

lim I'™u(t) =0

Dev(t) = *Dv(t) -

leads to the solution
1 " f(ndr 1 U "ot
"“O =@ Jy t-o T T@ T - fo -0
1 " f(ndr
(@) Jo -1l

Ugp.
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3. Formulation of the problem and optimization

Inspired by the discussion in the previous section, we are interested in an optimal control problem
governed by the space-time fractional diffusion equation (STFDE) with non-homogeneous initial
condition under the form:

t—(l
Ro%u(x, 1) — Rfu(x,1) = f(x, 1)+ q(x,0) + %, V(x,t) e A X1,
u(a, 1) = u(b,t) =0, Viel, (3.1
lim [™u(x,t) =0, Vx € A,
—

where 0 <o < 1,1 < <2,A=(a,b),l =(,T), T >0.

We first introduce some notations that will be used throughout the paper. In all that follows, we
use the expression A < B to denote A < ¢B with ¢ being a generic positive constant. For a domain O,
which may be A, I or Q = A x I, we recall that L>(O), H*(O), and H;(O) stand for the usual Sobolev
spaces, equipped with the norms |||y o and [|-||; o respectively. Let X be the Sobolev space with norm
|I[lx, we introduce the space

H(I; X):= {ve L(I; X)| v, Dlly € H (D),

endowed with the norm:
||V||Hs'(1;X) = ||||V('at)||x||s,1-

Particularly, when X stands for H#(A) or Hg (A), the norm of the space H*(I; X) will be denoted by
|Ill,.s - Hereafter, in cases where no confusion would arise, the domain symbols 7, A, € may be
dropped from the notations.

We now consider the following optimal control problem:

min {g(u) + h(q)}, (3.2a)
q

where g and / are given convex functionals, the state variable u is the solution of STFDE (3.1), and the

control variable g satisfies
f f q(x,t)dxdt > 0. (3.2b)
I JA

In order to formulate the weak form of the state Eq (3.1), we recall the state space
B*7(Q) =H*(I, L*(A)) N L*(1, H{(A)), Vs > 0,0 > 0,

endowed with the norm

1
2 2 2
Mgy = (IMB 200y + M2 o)

which can be found in Li and Xu [28]. Then we have the following weak formulation of the state Eq
(3.1): given g, f € L2(Q),u € L*(A), find u € B53(Q), such that

uo(x)t™*
rad-ao)’

A, v) = (f + g, V)0 + ( v) . VveBP(Q) (3.3)
Q
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with the bilinear form A(-, -) being defined by

a a B B
Au,v) := (g[)f u, f&;v) - (fﬁj u, %’ v)
o

.
Here, {5 and 97 respectively denote the left and right Riemann-Liouville fractional derivative of

8 8
order £, 557 and 9] respectively denote the left and right Riemann-Liouville fractional derivative of

order 'g
It has been shown in [28] that the following continuity and coercivity hold

o B
A, v) < vl o5 Wows , AW,V > |VIP , Yu,v € B22(Q),
) S il 2 W58, AV 2 IME Gy (@)

Q)

and the problem (3.3) is well-posed.
Let K denote the admissible set associated to the constraints (3.2b) as

K = {q e L*(Q): f q(x, t)dxdr > o},
Q
and let

J(g.u) := g(u) + h(g), (g.u) € K X BE3(Q), (3.4)

then the optimal control problem (3.2) reads: find (¢*, u(q¢*)) € K X B3 (Q), such that

I ug) = min  Jqu) subjectto(3.3). (3.5)

(qu)eKxB?"7 (Q)

Assume that the functional g(-) is bounded below, and h(g) — +o0 as ||gllyo — +o0, it is known (see,

e.g., [29,30]) that the optimal control problem (3.5) admits a unique solution (g*, u(qg*)) € K X B%’Q(Q).

The well-posedness of the state equation ensures the existence of a control-to-state mapping g —
u = u(q) defined through (3.3). Then the optimal control problem (3.5) equivalently can be rewritten
in the following form: find ¢* € K, such that

J(g") = min J(g) (3.6)
qe

for the reduced functional J(q) := J (g, u(q)) over L*(Q).
The first order necessary optimality conditions for (3.6) take the form

J'(@)og—q") >0, Yoq € K, (3.7)

with
J (@) = (W (q) +2q),Da, Vg, €K,

which is proved in the following lemma.
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Lemma 3.1. It holds

(@) = W (@) +2(q), Do, Y € LX(Q), (3.8)
where z(q) = z is the solution of the following adjoint state equation
B2, 1) — {02, 1) = g'(w), V(x,1) € Q, (3.9)
2(x,T) =0, Vx € A, (3.10)
Z(a,t) = z(b, 1) = 0, Vtel, (3.11)

with 07 (0 < a < 1) denoting the right Caputo fractional derivative.

Proof. The proof of this lemma is very close to that given for Lemma 2.1 in [21], but for the reader’s
convenience, we therefore give the details as follows. It is apparent from the chain rule that

J(@(Q) = (8w()) () + 1'(g)()

(3.12)
= fg g (u(g))u'(g)({)dxdt + fg W (q)¢dxdt.

We now in a position to compute u'(g)({). For simplicity, let 6u denote the derivative of u = u(g) in

the direction £, that is

su(x, 1) := ' (g)) = lim ug + Si) —ulg)

Then it is readily seen that du is the solution of the following problem:

Rorsu— Rfisu=¢,  V(x,1)eQ,
su(a,t) = su(b,t) =0, Vtel, (3.13)
11=*6u(x,0) = 0, Vx € A.

To prove (3.8), we multiply each side of (3.9) by ou, then integrate the resulted equation on the
domain Q to yield

fg ¢ ()dudxdt = f (1052 — Rfz) oudxd. (3.14)

Q
Taking into account the boundary conditions in (3.13) and (3.11), by means of the fractional
integration by parts demonstrated in [28], it holds

f R z6udxdr = f z RPsudxdr. (3.15)
Q

Q

Once again we use the fractional integration by parts to find

f 07z0udxdt
Q

(3.16)
= f z K9 sudxdr — f (176u(x, T)z(x, T) = I} 6u(x, 0)z(x, 0)) dx.
Q A
Noticing the terminal condition in (3.10) and the initial condition in (3.13), we get
f 0% z0udxdt = f z 50" Sudxdt. (3.17)
Q Q
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Finally, combining (3.14), (3.15), and (3.17), we obtain

f ¢ (u)dudxdr = f (607 6u ~K6u) zdxdr = f {zdxdt. (3.18)
Q Q Q

This, together with (3.12), leads to (3.8). O
The weak form of (3.9)—(3.11) reads: find z € B%’g(Q), such that

Alp.2) = ('), @)a. Ve € B¥2(Q). (3.19)

Following the same idea as for the problem (3.3), it can be proved that (3.19) admits a unique solution
aB . a B
z € B22(Q) for any given u € B2'2(Q).
In what follows we will need the mapping g — u(q) — z(q), where for any given ¢, u(q) is defined
by (3.3), and once u(q) is known, z(g) is defined by (3.19).

4. Space-time spectral discretization

We define the polynomial space

PY,(A) := Py(A) N H§ (A), Sp:=P(A)® Py(I) C B35 (Q),

where P, and Py respectively denote the space of polynomials with degree no more than M and N, L
stands for the parameter pair (M, N).

Then we arrive at the spectral approximation to the state Eq (3.3) as follows: find u;(q) € S such
that
up(x)r™*
Td-a)'"

According to [28], the above discrete state equation admits a unique solution. The following
estimate, also derived in [28], will be used in the analysis later on.

A(ur(q),ve) = (f +q,vp)a + ( ) , Yvp €Sy, 4.1)
Q

Lemma 4.1. [28] For any g € L*(Q), let u(q) be the solution of (3.3), u(q) be the solution of (4.1).
N 8
Suppose u € H>(I, H*(A)) "NH"(I; H; (A)), 0 <a < 1,1 < <2,v > 1,u > 1, then we have

—y a_,, - B_
llu(g) - uL(q)llB%g(Q) SN ullg, + N2 lullo, + M7 Nl g + M2 ullp - (4.2)
We now define the semidiscrete optimal problem: find ¢* € K, such that

Ji(g") = min J;(g), (4.3)
qeK

where for g € L*(Q) we set J;(q) := (g, ur(q)) with u; (q) being defined in (4.1). The unique solution
q" of problem (4.3) is characterized by the variational inequality

Ji(g)6q—-q) 20, VigqeK, (4.4)

where similar as Eq (3.8)
J(@Q(p) = (W (q) +2.(q), P)as Yq,¢ € K. (4.5)
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The above semidiscrete adjoint state z;(q) € S is the solution of the following problem:
Aler, 20(@) = (&' (ur(@) ¢r)a, VoL €Sy (4.6)
By defining the following finite dimensional subspace for the control variable:
K, = KN (Pu(A) @ Py()),
we arrive at the full discrete optimal control problem: find ¢; € K, such that
Julqp) = quelKnL Ji(qu), 4.7
where the unique solution g; satisfies the first order optimality condition
J1(g1)(6q — q1) 20, Yéq € K. (4.8)
5. A posteriori error estimates

In order to obtain the posteriori error estimates for the spectral approximation (4.7), we need some
approximation operators and their approximation properties. Let r and s be two real numbers such that
r#n+ %, 0 < s < r, there exits an operator Hj:l(\), : H"NHj — Py N Hy, such that, for any ¢ € H” N H
with o > r, we have [31]

lo -3¢ <eN"™ gl 0<m<r. (5.1)

Let ITy be the L*-orthogonal projection operator from L*(I) onto Py(I). Equivalently, it means that,
for any function v € L?(I), ITyv belongs to Py(I) and satisfies

(IIyv = v,wy); = 0, Ywy € Py(I).
Then for any nonnegative real number m, the following estimate holds
ILyv = Vllos € N7 Wllyr» Vv € H'(D), m 2 0. (5.2)

The L*-orthogonal projector Iy, in A is defined similarly.
We now proceed to analyze the approximation error of the proposed space-time spectral method.
The proof of the main result will be accomplished with a series of lemmas which we present below.

Lemma 5.1. If g(-) is convex, and h(-) is strictly convex such that

(H(p)—H(@.p-qa>cllp-qllig. Yp.qe€L*Q).

Then for all p,q € L*(Q), we have

JP)p-9)-T@Pp-9=cllp-qliq- (5.3)

Proof. The proof of this result is quite similar to that given for Lemma 4.2 in [21] and so is omitted. O
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Lemma 5.2. Let g" and q; denote the solutions of the problems (3.6) and (4.7) respectively. Assume

that g(-) is convex, h(-) is strictly convex, and h'(q;) € H Y(I, H'(A)). Then there holds:

q - qz”o,g SE+ ||ZL(6]2) N Z(qz)Ho,g ’

where
£=N"'

' (q})

-1 1y %
0,1,Q +M h (QL) 1,0,Q°

z1(q;) and z(q;) are respectively the solutions of (4.6) and (3.19) associated to q.

Proof. Using (3.7), (5.3) and (4.8), we can show that for arbitrary p; € K;,

¢ ||q* —qr (2),9
J(q)Ng" ~q1) =T (@) —q;)

-J'(q)(q" —q1)

Jilg)a; —q) = T (q)q" —qp) + T ()" —q7)
Jia)q; — p) + I (@) (pL— ")

IA

IA

-(W(qp) +2q0). 4" — qp)o + (W (qy) +20(91). 4" — q1)o

IA

Jig)(pr — ¢ + @) — 2(91)- 4" — 91)a
= (ZL((IZ) + h’(qi), PL—q)a+ (ZL(CIZ) - Z(QZ), q - QZ)Q-

Furthermore, by taking p; = [IyIl)q", we have

(zu(qp) + W' (q1), PL — §)a

(W (qp). TINTlyg" — q")a

(W' (qp) — Onuh (g1), TnIlng" — ¢")a
(W (q}) = TIyIy k' (97). 91 — 4 ).

By substituting (5.6) into (5.5), and using the Young inequality, we get

c||q ~dillpq
< (W(qp) —OnyIyh' (q}). a1 — g)a + (zelq;) — 2(q1)- 4" — q1)a
’ * 7 % 2 * * 2
< C.|W(qp) - NIk (q))| o + € |0 = 4[|y

2
0,Q°

*

+C,

Ed e 2 *
z2(q;) — 2(qy) oo t€ HQL —-q

where £ > 0 is a sufficient small constant. Then, we choose £ = 5—1 to derive

C % <12
5 q —q, 0,Q
’ * ’ * 2 * * 2
< Ce|W'(qp) - Tk (g, o + Ce [lze(ar) = 2aD| o -

Finally, by using the approximation estimate (5.2) we obtain (5.4).

AIMS Mathematics Volume 6, Issue 11,

(5.4)

(5.5)

(5.6)

(5.7)

12028-12050.



12038

Remark 5.1. The above results can be simplified in the case where the cost functional is quadratic,
Le.,

1 1
g(u) = = f (u — n)*dxdt, h(g) = = f g*dxdt,
2 Ja 2 Ja
where i is a given observation data. In this case, we have
(ze(qy) + P (q}), pr — 4o = (zu(qy) + 41, TINIyg" — q*)g = 0.

Hence (5.4) is reduced to

4 =il s k@) = 2@ o

Lemma 5.3. Let q; denote the solution of (4.7) with the associated discrete state u;(q;) and adjoint
state z;(q;). Assume g'(-) is Lipschitz continuous. Then it holds

\l22(a7) — 2(a))| <+ |Jurlap) = @) - (5.8)

aB
B22(Q)
where

_a _8 tes * * ! :
m=WN"z+M?2) ||§‘9TZL(QL) - faizL(qL) -8 (ML(qL))“O’Q'

Proof. Let us first denote e, = z.(q}) — z(¢}), €& = TIyII
that

PRI I

Ye. e §,. It follows from (3.19) and (4.6)
M

Alete) = (¢/GulaD) - &'@€),

Using (3.3), (3.19), (4.1), and (4.6), we obtain

3k * 2
lee(@n) = 2gDl[ 5.0, S Alezse) = Ale: = ef ) + Alel e2)

= Ale: — e-.21(q)) - Ale: — eb.2(g)) + Alet . e.)
= (B0f e~ eb Fojautap) - (501t - b Moyzian),
— (&' (u(gp)), ec = eb) | + (&' (urlgy)) - &' (ulg})), eF)
= (e —eb, FotauaD), — (e~ eb fzlap), — (8 (ulgp) e~ €b),
+ (&' (urlgy) - &' (ugy), ef —e2) | + (&' (wn(ay)) — &' (w(g})), e)q
= (e.—eh, fo5zulqy) - ROzula)),, + (&' (wulg))), e — ea
+(8'(ur(qy)) — &'(u(qy)), )
= (e.— et FOzu(ay) — R0hzulay) — & (urlgy)),, + (€' (unlg)) — & (u(g)), e:)q

s e = el q IF05200ar) = 20hzitar) — & wulg)],
+ |l (ular)) = &' @) 0 lezllo.o
s e = el q IF05200ar) = 20hziiar) — & wnlg)],

+ |Jurtar) = wgp)|] 0 lezlloq - (5.9)
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Notice that both z;(¢;) and z(g;) are in B3%(Q), which means e, € H3(I,L[*(A)) and
]
e, € L1, Hj (A)), thus it follows from the approximation estimates (5.1) and (5.2):

L
le= = eclloq
50
< lle; = yellpq + |[Hve; — NI e
M oo
Bo B
< lle; = yellpq + ||y = 1) (eZ - 115 ez) + |le: =11, e
M /oo M log
0
< lle;— HNez”QQ + e — H,B e;
M oo
_a _B
S N> ”ezllo,%,g + M ”ezllg,(),g
a B
S (N 2+M2 N 1
s ( Medlg g (5.10)
where 1, denotes the identity operator. Plugging (5.10) into (5.9) yields (5.8). i

Lemma 5.4. Let q; denote the solution of (4.7) with the associated discrete state u;(q;) and adjoint
state z;(q; ). Then we have

lustar) = wapl] 5 ) S 72+ 05, (5.11)

a B
BZ3(
where

_/i _a Yo% % ¥ %
2 = (M 2+ N2 ) ||§at ML(CIL) - gaguL(qL) - f - QL”O’Q >

B 1 1 ;
=M+ NV) — T .
UE ( I —a llollo.a (1 > )

—a o _4 1 — 1l o _ _4 .rl
Here,y = ¢,s =5-if0<a<jandy= 3%, s= 5 if3<a<l

Proof. We follow the argument similar to the one used in the previous lemma. Set e, = u;(q;) — u(q;),

]
and let eﬁ = HNI'I;’O e, € S1. Then it follows from (3.3) and (4.1) that A(e,,, eﬁ) = 0, and consequently,
5:M

* * 2
i (ap) — w3 5 ) S Alews e) = Alesen — €)
Aur(qr), eu =€) — Alulgr), e. — ;)

= (0§07u(qy) = Eui(a) — f - gy eu—el) + (

up(x)t ™ ol
ra-a«’* ! Q'
(5.12)

On one hand, we have
(60rur(gy) - §hu(q;) - f - gjren—el),
|| ga?”L(QZ) - ga’iuL(QZ) - f - qz”O,Q

| §00ur(qy) — BPur(a}) - f - q;

L
u

A

e,—e

0,Q

_a _B
o (V¥ lledloga + M el )

A
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| St - Kbunta) = £ = aillyo (N5 + M5 lleul g -
(5.13)
On the other hand,
ug(x)t™* by
r(1 -a) Cu ™ Cu
= F(l 2 f fuo(x)(e —e,)dxdrt
< N
fa )
L
S I-‘(l—_) ||u0(x)||OA ||t Ls(I) — €y LY (LL2(A)) (514)
where % + Sl = 1. A simple calculation gives
- 1 1-as . 1-as %
Il = (= (=)
which is bounded for any fixed T and « € (0, 1) if and only if s < (ll Furthermore, it holds
;- < llew = Tyeullazeny + |lew = 112 (5.15)
Cu ™ Cullpy yraay = N1€u = HINCUllLy a2y 8,5 A :

By the error estimate for the L?-projector Iy in L* norm, s’ > 2 (see (5.4.16) in [32]), we have
y

lle, — HNeuHLS'(I;LZ(A)) SN ||eu||W‘/’S'(I;L2(A)) , ¥ 20,

where W”¥'(I) is the classic Sobolev space defined on /. It can be checked [33] that when y < 5 and
<1l _la
y - 2> a ’
H2(I) — W ().

Hence, if 0 < a < %, we take

4 4 a
= ! = =— 5.16
Tave T2va T (5.16)
andif% <a <1, weset
4 4 1l-«a

— s = Ly = ) 5.17
1+32" 31-a "4 17

As a result, it holds for the above chosen parameters that
lle, — HNeu”Ls’(l;LZ(A)) N~ ||€u||o ao SN ’ ||€u|| aB . (5.18)

72(Q)

Furthermore, we have

0
e, — I} e,
2 LY (ILLA(N))
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2o
e, — 117 e,
2

_B
< HM 2 ”eullgA
1240))

0,A L5 (I)

_B
ME el - (5.19)

A

By substituting (5.18) and (5.19) into (5.15), we obtain

L_ _8 _7
ek = el iy < (M7F+ N7l g (5.20)
Taking (5.14) into consideration, we get
up(x)™* |
— Cu < ull a b . 5.21

Gﬂ—af% eL mallel g g (5:21)

Plugging (5.13) and (5.21) back into (5.12) gives (5.11).
m]

With the help of the preceding three lemmas we can now prove the following main result.

Theorem 5.1. Let g be the solution of (3.6) with the associated state u(q*) and adjoint state z(q*).
q; is the solution of (4.7) with the associated discrete state u;(q;) and adjoint state z;(q;). Under the
assumptions in Lemmas 5.2, 5.3, and 5.4, the following estimate holds:

s < (5.22)

4" = qillyq + lluta) = urtap 5 o + llet@) = 2@ 55, <

where n = & +ny + 1y + 13, with £,n1, 1, and 15 being defined in Lemmas 5.2-5.4.

Proof. We begin with estimating According to (5.4), it suffices to estimate

4~ 4o
|lz2(q}) - 2(q})||, - Combining (5.8) and (5.11) we obtain

|22(a3) — 2(a))| S+ |ugy) = u(@)]y o S M+ M+ 15 (5.23)

ap
BZ2(Q)

Using the above estimate, inequality || - |loo < | - ”B%’g(ﬂ)’ and Lemma 5.2, we get

4 = qillgg SE+M + M+ 13 (5.24)

It follows from (3.3) and (3.19) that u(q") — u(q;) satisfies
* * * * a B
Aw(q’) —ulq),v) =(q" —q;,v), Vv e B (Q), (5.25)
and z(q") — z(q} ) satisfies
* * ’ % ’ * a B
Alp,2(q7) — 2(q;) = (&' (u(g)) — &' (ulqy)), ), Yo € B>2(Q). (5.20)
Taking v = u(q") — u(g;) in (5.25) gives

(5.27)

g™ = @) o0 <|la - q;

B22(Q) ~ 0.Q°
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Furthermore, using the triangle inequalities and (5.11), we get

luta") = urtapl] 5.,
S ZCRETCA] RYIRES TCAETACH] TP,
< g = dillgo +m+ms (5.28)

Similarly, taking ¢ = z(¢") — z(¢}) in (5.26) we have

2" = 2@ g5, s ||&' @@ - & @@))q-

B22(Q) ~

In view of the Lipschitz continuity of g’(-), we obtain

et = 2D 154 0,

(g™ = wiap]yq < luta) = utgp)|

A

ap
BZ2(Q)

A

q —q; 00 (5.29)

It follows from (5.23), (5.29) and the triangle inequality:
2(q") = zu(q;)
=g — z(gp)

Finally, combining (5.24), (5.28) and (5.30) gives (5.22). O

B%’g(ﬂ)
+ ||z(@p) = zu(a})

A

a b a B
BT2(Q) BT2(Q)

N

T = qilloq +m +m+m. (5.30)

Remark 5.2. In Theorem 5.1, we have obtained an a posteriori upper bound, expressed by the reliable
indicator n, which will be checked in our numerical experiments. For the time being we are unable
to derive an optimal estimate. As for the classical elliptic and parabolic equations, we guess such
an optimal estimate will have to make use of some Jacobi-weighted Sobolev spaces and polynomial
inverse inequalities. We leave this issue for future work.

6. Numerical results

We carry out in this section a series of numerical experiments and present results to validate the
obtained error estimates. We use the projection gradient optimization algorithm proposed in [27] to
solve the optimization problem. In all the calculations, we take A = (-1,1),7 =1, and

1 1
g(u) = < f (u — @)’dxdt, h(g) = = f g*dxdt.
2 Jo 2 Jo
We consider the problem (3.2) with the exact analytical solutions as follows
u(g") = sinmxcosnt, z(¢*) = sinnxsinz(l — 1), ¢* = max{0, z(¢*)} — z(q").

The right-hand side function f and the observation state & are numerically calculated through (3.3) and
(3.19) using u(g*), z(¢*), and g*.
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Figure 1. Convergence history of the gradient of the objective function for ¢ = 254"
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0.01

0.0001

1e-06

1e-08

1e-10

1e-12

1e-14

Iteration

Figure 2. Convergence history of the gradient of the objective function for ¢© = c.

We first investigate the impact of the initial guess on the convergence of the projection gradient
optimization algorithm. We start by considering ¢ = 25¢*. In Figure 1, we present the convergence
history of the gradient of the objective function versus the iteration number with M = 18, N = 18,a =
0.6,5 = 1.6. We see that the iterative method converges within a dozen iterations. We then take g
to be constant ¢ with ¢ = 0 or 15, and repeat the same computation as the previous test. The result
is given in Figure 2. These results seem to tell that the initial guess has no significant effects on the
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convergence of the projection gradient iterative algorithm. In the following, the initial guess is set to 0.

Next we check the convergence behavior of numerical solutions with respect to the polynomial
degrees M. In Figures 3 to 5, we plot the errors as functions of the polynomial degrees M with
a = 0.6,N = 20 for 8 = 1.2,1.6,1.9. The errors show an exponential decay, since in this semi-
log representation one observes that the error variations are essentially linear versus the degrees of
polynomial.

2 T
-NORM of g —+—
Bzﬁ'&’é»NORM of u %
TR BY2P2.NORM of z -~~~

0.0001

1e-06

error in logscale

1e-08

1e-10

fe-12 L L "
4 6 8 10 12 14 16

polynomial degree M

Figure 3. Errors of u, z, g versus M with N = 20, = 0.6,5 = 1.2.

— .
-NORM of ¢ —+—
T B‘(’Ijlg'ég-NORMotu e
Tk el BY2P2.NORM of z -~~~

0.01
0.0001

1e-06

1e-08

error in logscale

1e-10

1e-12

1e-14 1 I I 1 1 1
4 6 8 10 12 14 16 18

polynomial degree M

Figure 4. Errors of u, z, g versus M with N = 20, = 0.6,8 = 1.6.
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| ofq ——
B‘[’lj/g'&g-NORM of u —-x---
, B¥2P2.NORM of z -~ *---
- %
0.01 ‘
0.0001
K
©
2
j=2
2 1e-06
£
8
5
1e-08
1e-10
1e-12
1e-14 1 1 1 1 1 1
4 6 8 10 12 14 16 18

polynomial degree M

Figure 5. Errors of u, z, g versus M with N = 20,a = 0.6,5 = 1.9.

We then investigate the temporal errors, that 1s, for fix M, we check the convergence behavior of
numerical solutions with respect to the polynomial degrees N in time direction. In Figures 6 to 8, we
plot the errors as functions of N with § = 1.6, M = 20 for three values @ = 0.2,0.6,0.9. The straight
line of the error curves indicates that the convergence in time is also exponential.

>

-NORM of ¢ —+—
B"jz'llm-NORM of u ——x--
B¥2P2.NORM of z -~ %---

0.01 Fo
0.0001
1e-06

1e-08

error in logscale

1e-10

1e-12

1e-14 L L L !
4 6 8 10 12 14

polynomial degree N

Figure 6. Errors of u, z, g versus N with M = 20, = 0.6,8 = 1.6.
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0.0001

1e-06
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Figure 7. Errors of u, z, g versus N with M = 20,a = 0.9, = 1.6.
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1e-12

1e-14 . . ! !
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Figure 8. Errors of u, z, g versus N with M = 20, = 0.2,8 = 1.6.

In order to validate the a posteriori error estimate, we compare the error indicator 7 defined in (5.22)
and the real error of the numerical solution measured by:

¢:=|

4" = 4iflgq + e —urtap) 5 o, + lleta") - 200p)|

ap
2

a .
B2 B2'2(Q)

These two errors are compared in Figures 9 and 10 as functions of M(= N) for different @ and g.
We observe that the indicator n has almost the same exponential decay rate as the real error e. Also
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observed in the figures is that the a posteriori error is an upper bound. This is consistent with the

theoretical results.

error in logscale

100 T

0.01

0.0001

1e-06

1e-08

1e-10

T
real errore —+—
error indicator n ---x---

1e-12 L
8

12

1
14
polynomial degree M=N

16

Figure 9. Performance of the error indicator n with M = N,a = 0.6, = 1.6.

error in logscale
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0.01

0.0001

1e-06
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real errore —+—
error indicator n ---x---

1e-12 !
8

12 14
polynomial degree M=N

Figure 10. Performance of the error indicator n with M = N,a = 0.3, = 1.4.

7. Conclusions

In the present work, we have first discussed the commonly used initial conditions for differential
equations involving Riemann-Liouville and Caputo derivatives, and proposed a consistent way to
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impose the non-homogeneous initial condition. Then an optimal control problem governed by the
space-time fractional diffusion equation with non-homogeneous initial conditions was investigated. A
posteriori upper bound was derived for the space-time spectral approximation. Numerical experiment
has been carried out to confirm the theoretical results. In a future work, we will focus on the
efficiency of the error estimates, i.e. a posteriori error lower bound, to obtain equivalent a posteriori
error estimates for the considered optimal control problems. It will be also interesting to look for a
strategy that allows to approximate the optimal control problem with adaptive spectral method.
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