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1. Introduction

We consider axisymmetric solutions for the semilinear parabolic system


ut = 4u + vp, x ∈ Ω, t > 0
vt = 4v + uq, x ∈ Ω, t > 0
u(0, x) = u0(x), v(0, x) = v0(x), x ∈ Ω

u(t, x) = v(t, x) = 0, x ∈ ∂Ω, t > 0

, (1.1)
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where 4 denotes the Laplace operator, p, q > 1 and Ω ⊆ RN is the unit ball with the origin as its center.
Since we consider the radially symmetric solutions, letting r = |x|, (1.1) reads as

ut = urr +
N − 1

r
ur + vp, r ∈ (0, 1), t > 0

vt = vrr +
N − 1

r
vr + uq, r ∈ (0, 1), t > 0

u(0, r) = u0(r), v(0, r) = v0(r), r ∈ (0, 1)

ur(t, 0) = vr(t, 0) = 0, t > 0

u(t, 1) = v(t, 1) = 0, t > 0

. (1.2)

Here, the initial data u0(r), v0(r) are assumed to be nonnegative. It was proved (see [20, 21]) that the
solutions of (1.2) may become unbounded in a finite time T . This phenomenon is known as blow-up
and the finite time T is called the blow-up time.

Friedman & Giga [19] proved, for N = 1 and p = q, that the solutions of (1.1) blow up at a single
point if the initial data are of bell-shaped, that is, symmetric with a single peak. Later, Souplet [32]
proved that blow-up only occurs at the origin for the initial-boundary value problem (1.2) if the initial
data u0(r), v0(r) ≥ 0 is decreasing in (0, 1) and

sup
t∈(0,T )

(T − t)
p+1

pq−1 ‖u(t, ·)‖L∞ < ∞ and sup
t∈(0,T )

(T − t)
q+1
pq−1 ‖v(t, ·)‖L∞ < ∞. (1.3)

In fact, (1.3) is known to hold if one assumes that either

4u0 + vp
0 ≥ 0, 4v0 + uq

0 ≥ 0

or

max
{

p + 1
pq − 1

,
q + 1
pq − 1

}
≥

N
2
.

See for instance [8,16,32]. For more results concerning (1.3), one may also consult [5,18]. Moreover,
among these results, it was proved in [16] that the solution of (1.1) for any bounded domain satisfies

‖u(t, ·)‖L∞ ∼ (T − t)−
p+1
pq−1 and ‖v(t, ·)‖L∞ ∼ (T − t)−

q+1
pq−1 (1.4)

namely,
C1 < max

x∈Ω
u(t, x)(T − t)

p+1
pq−1 < C2 and C3 < max

x∈Ω
v(t, x)(T − t)

q+1
pq−1 < C4, (1.5)

for some positive constants Ci (i = 1, 2, 3, 4) if we assume

4u0 + (1 − a)vp
0 ≥ 0 and 4v0 + (1 − a)uq

0 ≥ 0, (1.6)

for certain a ∈ (0, 1). In [32], (1.4) was also shown to be true for the solution of (1.2) under the
assumptions ur, vr ≤ 0 and ut, vt ≥ 0.

Although the solution is known to become unbounded in a finite time T in the sense of L∞-norm,
that is,

‖u(t, ·)‖L∞ , ‖v(t, ·)‖L∞ → ∞ as t → T,
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it is also interesting to investigate whether the solution blows up in other measures. Quittner and
Souplet [29] proved, for the solutions of (1.1), that

lim sup
t→T

‖u(t, ·)‖Lσ1 = ∞ , if σ1 >
N(pq − 1)
2(p + 1)

lim sup
t→T

‖v(t, ·)‖Lσ2 = ∞ , if σ2 >
N(pq − 1)
2(q + 1)

. (1.7)

Later, Souplet [32] extended (1.7) for the solutions of (1.2) to the case of σ1 =
N(pq−1)
2(p+1) and σ2 =

N(pq−1)
2(q+1)

under the assumptions ur, vr ≤ 0 and ut, vt ≥ 0.
In this paper, we focus on the numerical aspects for the problem (1.2). The first numerical study for

blow-up problems can be traced back to the paper [26] by Nakagawa. He considered the semilinear
heat equation

ut = 4u + up (p > 1) (1.8)

in the case of p = 2 and space dimension N = 1 and proposed a numerical scheme with adaptive
temporal increments to compute an approximate blow-up time. His idea was generalized in [6, 9, 13,
14, 22], in which the asymptotic behaviors for the numerical solutions of (1.8) in space dimension
one were also analyzed. For the cases of space dimensions N ≥ 2, numerical approximation was first
studied by Chen [7]. He again used Nakagawa’s adaptive strategy and considered a finite difference
scheme for the axisymmetric solutions of (1.8) to reproduce the phenomenon of finite-time blow-
up. The numerical blow-up sets were also classified. Later, Groisman [22] proposed a fairly general
numerical scheme for (1.1) whose temporal grid size is also defined adaptively and derived the blow-up
rate and the blow-up set for his numerical solutions. Recently, the author proposed schemes with both
adaptive and uniform time meshes for the computation of blow-up solutions of (1.8) and showed that
our schemes can faithfully reproduce several blow-up behaviors, including the blow-up set, blow-up
rate and blow-up of Lσ-norm. See [11, 15] for the detail.

Besides the finite difference approximation, it is worth mentioning that [27, 28] used the finite
element method (FEM) to compute the numerical solution and an approximate blow-up time for the
solution of (1.8) with convergence proofs. In fact, FEM is a strong tool which can deal with problems
in general domains and is also often used to numerically resolve the concentration of the singularity of
PDEs. See for instance [4, 31, 33].

It is known that adaptive temporal increments can reproduce the phenomenon of finite-time blow-up
very well. See for instance [1,6,7,9,13,22,26]. Such a strategy, however, can not faithfully reproduce
several blow-up behaviors such as the blow-up rate, blow-up curve and so on. We refer the readers
to [11,12,15,22] for the details. We thus use uniform temporal increments and the algorithm proposed
in [10] for the computation of blow-up solutions for (1.2).

The rest of the paper is organized as follows. As a first step to numerically analyze the solutions of
(1.2), we first consider a finite difference analogue for the ODE system

u′(t) = vp(t)
v′(t) = uq(t)
u(0) = u0 > 0, v(0) = v0 > 0

, (pq > 1), (1.9)

for the computation of approximate blow-up times in Section 2. Then we propose a finite difference
scheme to compute blow-up solutions of (1.2) in Section 3. Convergence for the numerical solution
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and the numerical blow-up time are also derived in the same section. In Section 4, we show how our
numerical solutions reproduce various blow-up behaviors such as the blow-up sets, the blow-up rates
and Lσ-norm blow-ups for both u and v. Finally, the paper is ended up with a conclusion.

2. An ODE problem

In this section, we consider the ODE system (1.9) and its finite difference analogue. It is not difficult
to see that the solutions u and v blow up simultaneously in a finite time. In fact, multiplying respectively
the first equation and the second equation of (1.9) by uq and vp, one has

uq(t)u′(t) = uq(t)vp(t) = vp(t)v′(t),

which implies (
1

q + 1
uq+1 −

1
p + 1

vp+1
)′

(t) = 0.

It then follows

uq+1(t) =
q + 1
p + 1

vp+1(t) + (q + 1)C0 and vp+1(t) =
p + 1
q + 1

uq+1(t) − (p + 1)C0, (2.1)

where
C0 ≡

1
q + 1

uq+1
0 −

1
p + 1

vp+1
0 . (2.2)

This implies that the solutions u and v become unbounded at the same time if there is a blow-up.
Substituting (2.1) into (1.9), we have

u′(t) = G1(u(t)) and v′(t) = G2(v(t)), (2.3)

where

G1(s) =

[
p + 1
q + 1

sq+1 − (p + 1)C0

] p
p+1

and G2(s) =

[
q + 1
p + 1

sp+1 + (q + 1)C0

] q
q+1

.

Since pq > 1, it is not difficult to derive

u(t), v(t)→ ∞ as t → TO < ∞,

where

TO ≡

∫ ∞

u0

ds
G1(s)

=

∫ ∞

v0

ds
G2(s)

. (2.4)

Now we consider the following finite difference scheme for (1.9):
(Un)t ≡

Un+1 − Un

∆t
= (Vn)p , U0 = u0

(Vn)t ≡
Vn+1 − Vn

∆t
= (Un+1)q , V0 = v0

. (2.5)
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Here, we use (·)t to denote the forward difference operator. ∆t is the grid size, tn = n∆t (n ≥ 0) are the
grid points and Un,Vn denote the approximations for u(tn), v(tn) respectively. Since U0 = u0, V0 =

v0 > 0, one has
Un+1 > Un > 0, and Vn+1 > Vn > 0 (∀n ≥ 0).

Moreover, multiplying (Un+1)q and (Vn)p to the first and the second equations of (2.5) respectively, we
have

(Un+1 − Un)(Un+1)q = ∆t(Vn)p(Un+1)q = (Vn+1 − Vn)(Vn)p. (2.6)

Theorem 2.1. Let Un,Vn be the solution of (2.5). Let T0 < TO be given arbitrarily. Then

max
tn∈[0,T0]

{|Un − u(tn)|, |Vn − v(tn)|} → 0 as ∆t → 0.

Since the proof can be carried out in a standard way, we thus omit it.
To define the numerical blow-up time, we need the following lemma.

Lemma 2.1. It holds that
1

q + 1
(Un)q+1 −

1
p + 1

(Vn)p+1 ≤ C0 (∀n ≥ 0). (2.7)

In particular, one has
(Un)t ≥ G1(Un), (2.8)

and
(Vn)t ≤ G2(Vn+1). (2.9)

Proof. By (2.6), one has for all n ≥ 0[
1

q + 1
(Un+1)q+1 −

1
p + 1

(Vn+1)p+1
]
−

[
1

q + 1
(Un)q+1 −

1
p + 1

(Vn)p+1
]

=
1

q + 1

[(
Un+1

)q+1
− (Un)q+1

]
−

1
p + 1

[(
Vn+1

)p+1
− (Vn)p+1

]
= −

{(
Un+1

)q+1
− Un

(
Un+1

)q
−

1
q + 1

[(
Un+1

)q+1
− (Un)q+1

]}
+

{
Vn+1 (Vn)p

− (Vn)p+1
−

1
p + 1

[(
Vn+1

)p+1
− (Vn)p+1

]}
= −

q
q + 1

(
Un+1

)q (
Un+1 − Un

)
+

1
q + 1

Un
[(

Un+1
)q
− (Un)q

]
−

1
p + 1

Vn+1
[(

Vn+1
)p
− (Vn)p

]
+

p
p + 1

(Vn)p
(
Vn+1 − Vn

)
≤ −

q
q + 1

(
Un+1

)q (
Un+1 − Un

)
+

q
q + 1

(
Un+1

)q−1
Un

(
Un+1 − Un

)
−

p
p + 1

(Vn)p−1 Vn+1
(
Vn+1 − Vn

)
+

p
p + 1

(Vn)p
(
Vn+1 − Vn

)
= −

q
q + 1

(
Un+1

)q−1 (
Un+1 − Un

)2
−

p
p + 1

(Vn)p−1
(
Vn+1 − Vn

)2
≤ 0,

which implies (2.7).
Now (2.8) and (2.9) are direct results of (2.7) and (2.5). �
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Lemma 2.2. It holds that
(Un)t ≤ G1(Un+1), (2.10)

and
(Vn)t ≥ G2(Vn). (2.11)

Proof. First, one has, by (2.5),

[
(Un)t

] p+1
p −

[(
Un−1

)
t

] p+1
p

= (Vn)p+1 − (Vn−1)p+1

≤ (p + 1)(Vn)p(Vn − Vn−1)
= (p + 1)(Un+1 − Un)(Un)q,

which implies

[
(Un)t

] p+1
p ≤

[(
U0

)
t

] p+1
p

+ (p + 1)
n∑

k=0

(Uk+1 − Uk)(Uk)q

≤
(
V0

)p+1
+ (p + 1)

∫ Un+1

U0
sqds

=
(
V0

)p+1
+

p + 1
q + 1

[
(Un+1)q+1 − (U0)q+1

]
= G1

(
Un+1

) p+1
p
.

On the other hand, one has again by (2.5)

[
(Vn)t

] q+1
q −

[(
Vn−1

)
t

] q+1
q

= (Un+1)q+1 − (Un)q+1

≥ (q + 1)(Un)q(Un+1 − Un)
= (q + 1)(Vn − Vn−1)(Vn)p,

which implies

[
(Vn)t

] q+1
q ≥

[(
V0

)
t

] q+1
q

+ (q + 1)
n∑

k=1

(Vk − Vk−1)(Vk)p

≥
(
U1

)q+1
+ (q + 1)

∫ Vn

V0
spds

≥
(
U0

)q+1
+

q + 1
p + 1

[
(Vn)p+1 − (V0)p+1

]
= G2 (Vn)

q+1
q .

�
Observe that G1(U0) = (v0)p > 0. By (2.8) and the monotonicity of G1 and {Un}, one has

Un+1 ≥ Un + ∆tG1(Un) ≥ Un + ∆tG1(U0) ≥ U0 + (n + 1)∆tG1(U0)→ ∞ as n→ ∞,

which, together with (2.5), also implies

Vn+1 = Vn + ∆t(Un+1)q → ∞ as n→ ∞.
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Now we use the algorithm proposed in [10] to define the numerical blow-up time. We import a strictly
increasing function H : (0,∞) → (0,∞), which is to be determined, satisfying lim

s→∞
H(s) = ∞. Given

any ∆t > 0, since Un,Vn → ∞ as n→ ∞, there exist nu
∆t, nv

∆t ∈ N such that

∆t · H
(
Unu

∆t−1
)
< 1 and ∆t · H

(
Unu

∆t

)
≥ 1. (2.12)

and
∆t · H

(
Unv

∆t−1
)
< 1 and ∆t · H

(
Unv

∆t

)
≥ 1. (2.13)

We define T u
O(∆t) = ∆t · nu

∆t and T v
O(∆t) = ∆t · nv

∆t and call them the numerical blow-up time of u and v
respectively.

Theorem 2.2. Assume that H satisfies

∆t · ln Gi

(
H−1

(
1
∆t

))
→ 0 as ∆t → 0 (i = 1, 2). (2.14)

Then lim
∆t→0

T u
O(∆t) = lim

∆t→0
T v

O(∆t) = TO.

Proof. By virtue of (2.8) and (2.11), the proof is similar to [Theorem 3.2, [10]]. We outline the
proof for T u

O(∆t) for the readers’ convenience. The proof for T v
O(∆t) can be done in exactly the same

way.
We complete the proof by showing that

lim sup
∆t→0

T u
O(∆t) ≤ TO and lim inf

∆t→0
T u

O(∆t) ≥ TO.

First, we consider the finite difference scheme

Yn+1 − Yn

∆t
= G1(Yn), Y0 = U0.

It is easy to show, by (2.8), that Un ≥ Yn (∀n ≥ 0). Let n̄u
∆t ∈ N be the positive integer such that

∆t · H
(
Y n̄u

∆t−1
)
< 1 and ∆t · H

(
Y n̄u

∆t

)
≥ 1.

Then one has T u
O(∆t) = ∆t · nu

∆t ≤ ∆t · n̄u
∆t, which, together with [Theorem 2.1, [10]], gives

T u
O(∆t) ≤ ∆t · n̄u

∆t ≤

∫ ∞

U0

ds
G1(s)

−

∫ ∞

H−1( 1
∆t )

ds
G1(s)

+ ∆t

1 + ln
G1

(
H−1

(
1
∆t

))
G1(U0)

 . (2.15)

We thus have
lim sup

∆t→0
T u

O(∆t) ≤
∫ ∞

U0

ds
G1(s)

= TO.

Here use has been made of (2.14).
On the other hand, we assume that

lim inf
∆t→0

T u
O(∆t) ≡ T u

O < TO.
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Then there exists {τk} such that τk → 0 as k → ∞ and

T u
O(τk) = τk · nu

τk
<

TO + T u
O

2
< TO.

Let {Un(τk)} be the solutions corresponding to τk. Then

Unu
τk (τk) ≥ H−1

(
1
τk

)
→ ∞ as k → ∞,

while the exact solution u(t) remains bounded in
[
0,

TO+T u
O

2

]
, which is a contradiction to Theorem 2.1.

Therefore,
lim inf

∆t→0
T u

O(∆t) ≥ TO,

and we are done. �

Remark 2.1. Observe that G1(s) ∼ s
p(q+1)

p+1 and G2(s) ∼ s
q(p+1)

q+1 . Therefore, (2.14) can be replaced by

∆t · ln H−1
(

1
∆t

)
→ 0 as ∆t → 0. (2.16)

It is easy to see that H(s) = sγ (γ > 0) satisfies (2.16) and thus can be used to compute an approximate
blow-up time. In addition, by (2.15), one has

T u
O(∆t) − TO ≤ C

(
∆t + (∆t)

pq−1
γ(p+1) + ∆t ln |∆t|

)
, (2.17)

where C denotes a generic constant. The error bound

T v
O(∆t) − TO ≤ C

(
∆t + (∆t)

pq−1
γ(q+1) + ∆t ln |∆t|

)
, (2.18)

can also be derived in a similar way.

Although we can only prove the error bounds (2.17) and (2.18) currently, our numerical results
seem to suggest that ∣∣∣T u

O(∆t) − TO

∣∣∣ ≤ C
(
∆t + (∆t)

pq−1
γ(p+1) + ∆t ln |∆t|

)
and ∣∣∣T v

O(∆t) − TO

∣∣∣ ≤ C
(
∆t + (∆t)

pq−1
γ(q+1) + ∆t ln |∆t|

)
,

hold true. In fact, our computational results suggest that

|T u
O(∆t) − TO| =


O (∆t ln |∆t|) , if γ ≤

pq − 1
p + 1

O
(
(∆t)

pq−1
γ(p+1)

)
if γ >

pq − 1
p + 1

,

and

|T v
O(∆t) − TO| =


O (∆t ln |∆t|) , if γ ≤

pq − 1
q + 1

O
(
(∆t)

pq−1
γ(q+1)

)
if γ >

pq − 1
q + 1

,
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In the following example, we set p = 3, q = 2. The initial data is given by v0 = 3, u0 =
(

q+1
p+1vp+1

0

) 1
q+1

so that C0 in (2.2) vanishes. Then the blow-up time TO can be computed explicitly by TO =
∫ ∞

3
ds

( 3
4 s4)

2
3
≈

0.1164774. Figures 1–3 illustrate the convergence and the convergence order when different choices
of H are used to compute the numerical blow-up times of u and v. In addition, we remark that we use
different H to determine the numerical blow-up times for u and v in each numerical experiment. This
is necessary when we want to compute also the asymptotic behaviors of the numerical solutions. The
reason will become clearer in Section 4.
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Figure 2. We choose Hu(s) = s
pq−3
p+1 and Hv(s) = s

pq−3
q+1 for our computation. (Left) ∆t vs.

T u
O(∆t) and T v

O(∆t). (Right) The solid lines are the log-log plot of the errors
∣∣∣T u

O(∆t) − TO

∣∣∣
and

∣∣∣T v
O(∆t) − TO

∣∣∣, while the dashed line is the log-log plot of the function y = 0.3x| log x|.
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Figure 3. We choose Hu(s) = s
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p+1 and Hv(s) = s
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q+1 for our computation. (Left) ∆t vs.

T u
O(∆t) and T v

O(∆t). (Right) The solid lines are the log-log plot of the errors
∣∣∣T u

O(∆t) − TO

∣∣∣
and

∣∣∣T v
O(∆t) − TO

∣∣∣, while the dashed line is a straight line with slope pq−1
pq+1 .

3. Finite difference solutions for (1.2)

In this section, we consider a finite difference scheme to the parabolic system (1.2). To discretize
(1.2), we borrow the idea proposed in [7] for the axisymmetric solution of the semilinear heat equation
(1.8).

We discretize (1.2) as follows. Let J ∈ N. ∆r = 1/J is the spatial grid size and r j = j∆r, ( j =

0, · · · , J) are the spatial grid points. ∆t > 0 is the temporal grid size and tn = n∆t (n ≥ 0) are the
temporal grid points. Let N0 =

⌊
N−1

2

⌋
, where

⌊
N−1

2

⌋
is the largest integer among those that are smaller or

equal to N−1
2 . Un

j ,V
n
j are the approximations of u, v at (tn, r j) respectively. At the origin, we discretize

as follows due to the boundary condition ur(t, 0) = vr(t, 0) = 0:

Un+1
0 − Un

0

∆t
= N

2Un
1 − 2Un

0

(∆r)2 + (Vn
0 )p, (3.1)

Vn+1
0 − Vn

0

∆t
= N

2Vn
1 − 2Vn

0

(∆r)2 + (Un+1
0 )q. (3.2)

For j = 1, · · · ,N0, we consider the following discretization:

Un+1
j − Un

j

∆t
= N

Un
j+1 − 2Un

j + Un
j−1

(∆r)2 + (Vn
j )

p, (3.3)

Vn+1
j − Vn

j

∆t
= N

Vn
j+1 − 2Vn

j + Vn
j−1

(∆r)2 + (Un+1
j )q, (3.4)

while, for j = N0 + 1, · · · , J − 1, we consider

Un+1
j − Un

j

∆t
=

Un
j+1 − 2Un

j + Un
j−1

(∆r)2 +
N − 1

r j

Un
j+1 − Un

j−1

2∆r
+ (Vn

j )
p, (3.5)

Vn+1
j − Vn

j

∆t
=

Vn
j+1 − 2Vn

j + Vn
j−1

(∆r)2 +
N − 1

r j

Vn
j+1 − Vn

j−1

2∆r
+ (Un+1

j )q. (3.6)
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The boundary conditions are given by
Un

J = Vn
J = 0, (3.7)

and the initial data are defined by U0
j = u0(r j) and V0

j = v0(r j) for j = 0, · · · , J. Note that (3.1)(3.2) are
nothing but approximations for axisymmetric solutions of

ut = 4u + vp and vt = 4v + uq

by the central difference at r = 0. (3.3)(3.4) are proposed for stability in the cases of N > 3. One may
consult [7] for the detail.

Remark 3.1. We remark that [15] also proposed a finite difference scheme for axisymmetric solutions
of (1.8), which can reproduce the phenomenon of single-point blow-up if adaptive temporal increments
are applied. The discretization, however, is more complicated than Chen’s idea. Since we do not pursue
reproducing the phenomenon of single-point blow-up by schemes with adaptive temporal meshes in the
current paper, we use an explicit version of Chen’s idea for our analysis for simplicity. Nevertheless,
one can also use the recipe proposed in [15] to discretize (1.2) and investigate numerically the blow-up
behaviors. All the results given below can be derived parallel.

Remark 3.2. Although we do not consider adaptive spatial increments in this paper, an adaptive
spatial mesh indeed enhances numerical resolution of singularities. See for instance [2, 23, 24, 30]
and the references therein. It is, however, very difficult to prove convergence and analyze asymptotic
behaviors mathematically for those schemes. Our scheme is simple but is able to reproduce asymptotic
blow-up profile to some extent with rigorous convergence proofs.

Lemma 3.1. Let Un
j , Vn

j be the solution of (3.1)–(3.7). Let λ ≡ ∆t
(∆r)2 ≤

1
2N be fixed. Assume that

u0(r), v0(r) ≥ 0 for all r ∈ [0, 1]. Then Un
j ,V

n
j ≥ 0 for all j = 0, · · · , J and n ≥ 0.

Proof. The proof is completed by induction. Assume that Un
j ,V

n
j ≥ 0 for all j = 0, · · · , J.

Then it follows directly from (3.1)(3.3) and the assumption λ ≤ 1
2N that Un+1

j ≥ 0, for j = 0, · · · ,N0,
which, together with (3.2)(3.4), subsequently imply the nonnegativity of Vn+1

j ( j = 1, · · · ,N0). For
j = N0 + 1, · · · , J − 1, one has by (3.5)

Un+1
j = (1 − 2λ)Un

j + λ

(
1 +

N − 1
2 j

)
Un

j+1 + λ

(
1 −

N − 1
2 j

)
Un

j−1 + ∆t(Vn
j )

p.

Since j ≥ N0 + 1 > N−1
2 , the coefficients on the right-hand side of the above equation are nonnegative,

which implies Un+1
j ≥ 0. Then one has by (3.6)

Vn+1
j = (1 − 2λ)Vn

j + λ

(
1 +

N − 1
2 j

)
Vn

j+1 + λ

(
1 −

N − 1
2 j

)
Vn

j−1 + ∆t(Un+1
j )q ≥ 0.

Thus, we are done. �

Theorem 3.1. Let T be the blow-up time of (1.2) and T0 < T be given. Let λ ≤ 1
2N be fixed. Then

max
0≤ j≤J, tn∈[0,T0]

∣∣∣u(tn, r j) − Un
j

∣∣∣→ 0 as ∆t → 0,

and
max

0≤ j≤J, tn∈[0,T0]

∣∣∣v(tn, r j) − Vn
j

∣∣∣→ 0 as ∆t → 0,
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Since the proof is a standard one, we omit it. We refer the readers to [7, 15] for the convergence
proofs of a single equation.

Lemma 3.2. Let Un
j , Vn

j be the solution of (3.1)–(3.7). Let λ ≤ 1
3N be fixed. Assume that u0(r), v0(r) ≥ 0

and u0(r), v0(r) are monotonically decreasing in (0, 1). Then Un
j ≥ Un

j+1 ≥ 0 and Vn
j ≥ Vn

j+1 ≥ 0 for all
j = 0, · · · , J − 1 and n ≥ 0.

Proof. We give the detail for the case of N > 3 and the cases of N = 2, 3 can be carried out
similarly. Assume that Un

j ≥ Un
j+1 ≥ 0 and Vn

j ≥ Vn
j+1 ≥ 0 for all j = 0, · · · , J − 1. We first show

Un+1
j ≥ Un+1

j+1 ( j = 0, · · · , J − 1). To this end, it suffices to show Un+1
0 ≥ Un+1

1 , Un+1
N0
≥ Un+1

N0+1. For other
j′s, the arguments given in Lemma 3.1 can be applied to derive Un+1

j − Un+1
j+1 ≥ 0.

By (3.1)(3.3), one has

Un+1
0 = (1 − 2Nλ)Un

0 + 2NλUn
1 + ∆t(Vn

0 )p,

and

Un+1
1 = (1 − 2Nλ)Un

1 + Nλ(Un
0 + Un

2) + ∆t(Vn
1 )p ≤ (1 − Nλ)Un

1 + NλUn
0 + ∆t(Vn

1 )p,

from which follow

Un+1
0 − Un+1

1 ≥ (1 − 3Nλ)(Un
0 − Un

1) + ∆t
[
(Vn

0 )p − (Vn
1 )p] ≥ 0.

For j = N0, one has by (3.3)(3.5)

Un+1
N0

= (1 − 2Nλ)Un
N0

+ Nλ(Un
N0−1 + Un

N0+1) + ∆t(Vn
N0

)p

≥ (1 − Nλ)Un
N0

+ NλUn
N0+1 + ∆t(Vn

N0
)p,

and

Un+1
N0+1 = (1 − 2λ)Un

N0+1 + λ

(
1 −

N − 1
2 j

)
Un

N0
+ λ

(
1 +

N − 1
2 j

)
Un

N0+2 + ∆t(Vn
N0+1)p

≤ (1 − λ)Un
N0+1 + λUn

N0
+ ∆t(Vn

N0+1)p,

which imply

Un+1
N0
− Un+1

N0+1 ≥ (1 − (N + 1)λ)
(
Un

N0
− Un

N0+1

)
+ ∆t

[
(Vn

N0
)p − (Vn

N0+1)p
]
≥ 0.

Now Vn+1
j ≥ Vn+1

j+1 > 0 can be proved in a similar way and the proof is completed by induction. �

From now on, we assume that u0, v0 ≥ 0 and u0, v0 are monotone decreasing in (0, 1). To illustrate
how blow-up is reproduced numerically, we assume in addition that the initial data satisfy a discrete
analogue of (1.6)

(A) There exists a ∈ (0, 1) such that ∆dU0
j + (1 − a)(V0

j )
p ≥ 0 and ∆dV0

j + (1 − a)(U1
j )

q ≥ 0 for all
j = 0, · · · , J − 1.
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Here, the operator ∆d is defined by

∆dY j =



N
−2Y j + 2Y j+1

(∆r)2 , j = 0

N
Y j+1 − 2Y j + Y j−1

(∆r)2 , 1 ≤ j ≤ N0

Y j+1 − 2Y j + Y j−1

(∆r)2 +
N − 1

j∆r
Y j+1 − Y j−1

2∆r
, N0 + 1 ≤ j ≤ J − 1

(3.8)

Remark 3.3. Observe that the assumption (A) implies(
U0

j

)
t
= ∆dU0

j + (V0
j )

p ≥ a(V0
j )

p ≥ 0,

and (
V0

j

)
t
= ∆dV0

j + (U1
j )

q ≥ a(U1
j )

q ≥ 0.

This can be regarded as a discrete analogue for

ut(0, r), vt(0, r) ≥ 0 (0 < r < 1), (3.9)

which is a sufficient condition of the finite-time blow-up for the solutions of (1.2). See for instance
[32]. We remark that Deng [16] also derived the blow-up rate for the solution of (1.2) under the
assumption of the initial data (1.6). Although (1.6) is more restrictive than (3.9) because of the positive
parameter a, it simplifies the analysis. We thus consider those initial data satisfying (A) in the following
discussion.

Define, for 0 ≤ j ≤ J − 1 and n ≥ 0,

Wn
j = 4dUn

j + (1 − a)
(
Vn

j

)p
and Zn

j = 4dVn
j + (1 − a)

(
Un+1

j

)q
.

Note that, by (3.1)–(3.6), Wn
j and Zn

j can also be written as

Wn
j =

(
Un

j

)
t
− a

(
Vn

j

)p
and Zn

j =
(
Vn

j

)
t
− a

(
Un+1

j

)q
.

Since Un
J = Vn

J = 0 (∀n ≥ 0), we set Wn
J = Zn

J = 0 (∀n ≥ 0).

Lemma 3.3. Let Un
j , Vn

j be the solutions of (3.1)-(3.7). Let λ ≤ 1
3N . Suppose that there exists a ∈ (0, 1)

such that (A) holds. Then, for all j = 0, · · · , J − 1 and n ≥ 0,(
Un

j

)
t
≥ a(Vn

j )
p and

(
Vn

j

)
t
≥ a(Un+1

j )q. (3.10)

That is, Wn
j ,Z

n
j ≥ 0 for all j = 0, · · · , J − 1 and n ≥ 0. In particular, one has

‖Un+1‖∞ − ‖Un‖∞

∆t
=

Un+1
0 − Un

0

∆t
≥ a(Vn

0 )p

‖Vn+1‖∞ − ‖Vn‖∞

∆t
=

Vn+1
0 − Vn

0

∆t
≥ a(Un+1

0 )q

, (3.11)

where ‖Un‖∞ = max
j=0,··· ,J

|Un
j | and ‖Vn‖∞ = max

j=0,··· ,J
|Vn

j |.
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Proof. Assume that Wn
j ,Z

n
j ≥ 0 ( j = 0, · · · ., J − 1) holds for certain n. Observe that(

Wn
j

)
t
=

(
4dUn

j

)
t
+ (1 − a)

[(
Vn

j

)p]
t
= 4d

[(
Un

j

)
t

]
+ (1 − a)

[(
Vn

j

)p]
t
,

and

4dWn
j = 4d

[(
Un

j

)
t

]
− a4d

[(
Vn

j

)p]
,

imply (
Wn

j

)
t
− 4dWn

j = (1 − a)
[(

Vn
j

)p]
t
+ a4d

[(
Vn

j

)p]
.

Since Zn
j ≥ 0 (∀ j), one has by Lemma 3.1 Vn+1

j ≥ Vn
j , which implies[(

Vn
j

)p]
t
≥ p

(
Vn

j

)p−1 (
Vn

j

)
t
.

On the other hand, one has by Lemma 3.2

∆d

[(
Vn

j

)p]
≥ p

(
Vn

j

)p−1
∆dVn

j .

Consequently, (
Wn

j

)
t
− 4dWn

j ≥ p
(
Vn

j

)p−1 [
(1 − a)

(
Vn

j

)
t
+ a∆dVn

j

]
= p

(
Vn

j

)p−1 [(
Vn

j

)
t
− a

(
Un+1

j

)q]
= p

(
Vn

j

)p−1
Zn

j ≥ 0.

This, together with the assumption λ ≤ 1
3N < 1

2N , implies the nonnegativity of Wn+1
j (∀0 ≤ j ≤ J − 1).

Similarly, one can easily derive(
Zn

j

)
t
− 4dZn

j = (1 − a)
[(

Un+1
j

)q]
t
+ a4d

[(
Un+1

j

)q]
.

By virtue of the fact Wn+1
j ≥ 0 and Lemma 3.1, 3.2, we have[(

Un+1
j

)q]
t
≥ q

(
Un+1

j

)q−1 (
Un+1

j

)
t

and ∆d

[(
Un+1

j

)q]
≥ q

(
Un+1

j

)q−1
∆dUn+1

j ,

from which follow(
Zn

j

)
t
− 4dZn

j = q
(
Un+1

j

)q−1 [
(1 − a)

(
Un+1

j

)
t
+ a∆dUn+1

j

]
= q

(
Un+1

j

)q−1 [(
Un+1

j

)
t
− a

(
Vn+1

j

)q]
= q

(
Un+1

j

)q−1
Wn+1

j ≥ 0.

Again, the stability condition λ ≤ 1
3N yields Zn+1

j ≥ 0. Now the proof of (3.10) is completed by
induction.

(3.11) is a direct result of Lemma 3.2 and (3.10). �
By Lemma 3.3, it is easy to see

‖Un+1‖∞ = Un+1
0 ≥ U0 + (n + 1)a∆t(V0

0 )p → ∞ as n→ ∞,
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and
‖Vn+1‖∞ = Vn+1

0 ≥ V0 + (n + 1)a∆t(U0
0)q → ∞ as n→ ∞.

Let H : (0,∞) 7−→ (0,∞) be a strictly increasing function satisfying lim
s→∞

H(s) = ∞. Then for any given
∆t > 0, there exist positive integers nu

∆t, n
v
∆t ∈ N such that

∆t · H
(
‖Unu

∆t−1‖∞

)
< 1 and ∆t · H

(
‖Unu

∆t‖∞

)
≥ 1, (3.12)

and
∆t · H

(
‖Vnv

∆t−1‖∞

)
< 1 and ∆t · H

(
‖Vnv

∆t‖∞

)
≥ 1. (3.13)

We define the numerical blow-up time for the solutions u and v of (1.2) by T u(∆t) = ∆t · nu
∆t and

T v(∆t) = ∆t · nv
∆t.

Theorem 3.2. Let T be the blow-up time for the solution of (1.2) and let Un
j , Vn

j be the solutions of
(3.1)–(3.7). Let λ ≤ 1

3N be fixed. Assume that the assumption (A) holds true and that the function H
satisfies (2.16). Then we have lim

∆t→0
T u(∆t) = lim

∆t→0
T v(∆t) = T.

Proof. We write down the prove of lim
∆t→0

T u(∆t) = T . Convergence of T v(∆t) can be shown in
parallel.

We complete the proof by showing

T u ≡ lim inf
∆t→0

T u(∆t) ≥ T and T u ≡ lim sup
∆t→0

T u(∆t) ≤ T.

Assume that T u < T . Then there exists {(τi, hi)} satisfying 0 < λ = τi
h2

i
≤ 1

3N , τi, hi → 0 as i → ∞ and
that

T u(τi) = τi · nu
τi
<

T u + T
2

< T.

Since, by (3.12), τi · H
(
‖Unu

τi ‖∞

)
≥ 1, we have

‖Unu
τi ‖∞ ≥ H−1

(
1
τi

)
→ ∞ as i→ ∞,

while the exact solution u(t, x) remains bounded in
[
0, T u+T

2

]
. This is a contradiction to Theorem 3.1.

We thus have T u ≥ T .
On the other hand, we assume that T u > T . Then there exists {(τi, hi)} satisfying 0 < λ = τi

h2
i
≤ 1

3N ,
τi, hi → 0 as i→ ∞ and that

T u(τi) = τi · nu
τi
>

T u + T
2

> T.

Given any M > 0, Theorem 3.1 guarantees the existence of sufficiently small (∆t,∆r) ∈ {(τi, hi)} and a
positive integer n0, depending on ∆t and ∆r, such that

∆t · n0 < T and ‖Un0‖∞ ≥ M.
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For simplicity, we denote the solutions of (3.1)–(3.7) corresponding to the grid sizes ∆t,∆r by Un
j ≡

Un
j (∆t,∆r),Vn

j ≡ Vn
j (∆t,∆r). We remark that n0 < nu

∆t since

∆t · n0 < T <
T u + T

2
< T u(∆t) = ∆t · nu

∆t.

Now we consider the finite difference system
An+1 − An

∆t
= a(Bn)p , An0 = M

Bn+1 − Bn

∆t
= a(An+1)q , Bn0 = ‖Vn0‖∞

By (3.11), it is easy to show

‖Un‖∞ ≥ An and ‖Vn‖∞ ≥ Bn (∀n ≥ n0).

Let R(∆t) be the numerical blow-up time for An. Namely, R(∆t) = ∆t · (m∆t − n0), where m∆t ∈ N is
determined by

∆t · H
(
Am∆t−1

)
< 1 and ∆t · H (Am∆t) ≥ 1.

Since H is strictly increasing, one has H (‖Un‖∞) ≥ H(An) (∀n ≥ n0), which implies

∆t · (nu
∆t − n0) ≤ ∆t · (m∆t − n0) = R(∆t).

Note that we have, by Theorem 2.2,

R(∆t)→
∫ ∞

M

ds
aG1(s)

as ∆t → 0.

Since we can choose sufficiently large M and sufficiently small ∆t such that∫ ∞

M

ds
aG1(s)

<
T u − T

4
and

∣∣∣∣∣R(∆t) −
∫ ∞

M

ds
aG1(s)

∣∣∣∣∣ < T u − T
4

,

it then follows

T u(∆t) = ∆t · n0 + ∆t(nu
∆t − n0) < T + R(∆t) < T +

T u − T
2

=
T u + T

2
< T u(∆t),

which is a contradiction. Thus, we are done. �

In the following example, we set N = 5, p = 3, q = 2, λ = 1/(3N). The initial data are given by
u0(r) = 150(1 + cos(πr)), v0(r) = 100(1 + cos(πr)). In Figures 4 and 5, we choose

Hu(s) = s
pq−1
p+1 and Hv(s) = s

pq−1
q+1 (3.14)

for the computation of the numerical blow-up time.
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Figure 4. ∆t vs. ‖Unu
∆t‖∞ and ‖Vnv

∆t‖∞. The numerical solution ‖Unu
∆t‖∞ and ‖Vnv

∆t‖∞ become
unbounded as ∆t → 0.
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Figure 5. The numerical blow-up time T u(∆t) and T v(∆t).

Note that, under the assumption (3.9), the solution of (1.2) satisfies, for all r ∈ [0, 1],

ut(t, r) ∼ G1(u(t, r)) and vt(t, r) ∼ G2(v(t, r)).

Consequently, (3.14) are considered to be suitable choices for the computation of blow-up solutions
u and v of (1.2) respectively. See the discussions in [10, 11]. Our computational results also support
this viewpoint. In fact, we also compute the numerical blow-up times with different choices of H. Note
that it takes more steps for the numerical solutions to satisfy (3.12) or (3.13) if a smaller H is chosen.
That is, a smaller H results in a larger numerical blow-up time. Figure 6 shows the computational
results of the numerical blow-up times for

Hu(s) = s0.8 pq−1
p+1 and Hv(s) = s0.8 pq−1

q+1 (3.15)

and
Hu(s) = s1.2 pq−1

p+1 and Hv(s) = s1.2 pq−1
q+1 . (3.16)
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We remark that both (3.15) and (3.16) satisfy (2.16). In the case of (3.15), the numerical blow-up time
converges from above. This suggests that the computation is overcalculated and should be stopped at
an earlier step. A larger H, compared with (3.15), is considered to be better. On the other hand, the
convergence is from below for the choice (3.16), which implies insufficiency of our computation for
an approximate blow-up time. That is, a smaller H is better.
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Figure 6. The numerical blow-up time T u(∆t) and T v(∆t).

4. Numerical blow-up behaviors

We now pay our attention to the blow-up behaviors for the numerical solutions of (3.1)–(3.7). In
this section, we always assume that the initial data u0, v0 are nonnegative, monotonically decreasing
and satisfy assumption (A).

4.1. Blow-up set

Numerical blow-up sets were first discussed by Chen [6]. He proposed a finite difference scheme
whose temporal increment is defined adaptively for the one-dimensional semilinear heat equation

ut = uxx + up (p > 1). (4.1)

It is well-known that the solution of (4.1) blows up at a single point if bell-shaped initial data is
considered. See for instance [17,34]. However, Chen showed that the blow-up points for his numerical
solution may blow up at more than one point. Later, more complete results, including the cases of
the space dimension N ≥ 2, were derived in [7, 9, 13, 14, 22]. All these results considered numerical
schemes with adaptive temporal increments, a strategy proposed by Nakagawa [26], and suggested that
single-point blow-up can not be faithfully reproduced. As a matter of fact, the numerical blow-up sets
contain more than one point if p ∈ (1, 2]. In this regard, it is worth mentioning that the authors [15]
proposed a finite difference scheme, which again used Nakagawa’s adaptive algorithm, for radially
symmetric solutions of (1.8) in space dimension N ≥ 2 and reproduced the single-point blow-up
phenomenon successfully.

In this section, we would like to discuss the numerical blow-up sets in a different way. Instead of
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adaptive temporal increments, we use uniform ones for the computation of blow-up solutions. See [11]
for the application to (4.1).

It was proved in [32] that the solution of (1.2) blows up only at the origin under our assumptions
on the initial data. To see how single-point blow-up is reproduced, we show numerically that, for
arbitrarily given x0 ∈ (0, 1], the numerical solution remains bounded at x0 at the numerical blow-up
time as ∆t → 0. We proceed our computation as follows:

• Given ∆t,∆r > 0 satisfying λ ≤ 1
3N , we first compute the numerical blow-up time T u(∆t) and

T v(∆t).
• Let j∆r satisfy j∆r∆r ≤ x0 < ( j∆r + 1)∆r. Then we compute Un

j and Vn
j at (T u(∆t), r j∆r ) and

(T v(∆t), r j∆r ) respectively.
• Let ∆t,∆r → 0 to see whether or not the numerical solution remains bounded at r j∆r .

Here, we choose (3.14) for the computation of T u(∆t) and T v(∆t) respectively. In the following
example, we set N = 5, (p, q) = (3, 2), and u0(r) = 150(1 + cos(πr)), v0(r) = 100(1 + cos(πr)). Let
x0 = 0.01. Our computational results show that the numerical solution remains bounded at r = x0 as
∆t,∆r → 0. See Figure 7. Similar results can be observed for x0 = 0.001 and x0 = 0.0001.
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Figure 7. x0 = 0.01. (Left) The behavior of Un
j∆r

at T u(∆t) as ∆t → 0. (Right) The behavior
of Vn

j∆r
at T v(∆t) as ∆t → 0.

We also compute the behaviors of Un
j and Vn

j at (T u(∆t), r j∆r ) and (T v(∆t), r j∆r ) respectively as ∆t →
0 with (3.15) and (3.16). As Figure 8 shows, the boundedness can be observed numerically from the
computational results with (3.14) and (3.15). Especially in the case of (3.15), the numerical solution at
x0 = 0.01 decreases as ∆t → 0. As for the case (3.16), note that, by (3.10), U and V are monotonically
increasing in n at each spatial grid points so that the numerical solution will be smaller if a large
H is used for the computation. Although the numerical solution computed with (3.16) seems to be
increasing as ∆t → 0, they are always bounded by the ones computed with (3.14) or (3.15).
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Figure 8. x0 = 0.01. (Left) The behavior of U at t = T u(∆t) as ∆t → 0. (Right) The behavior
of V at t = T v(∆t) as ∆t → 0.

Concerning the relation between the boundedness of the numerical solution (3.1)-(3.7) and the exact
solution (1.2), we have the following theorem.

Theorem 4.1. (a) Assume that
lim sup

∆t→0
U

nu
∆t

j∆r
≡ M < ∞.

Then
lim sup

t→T
u(t, x0) < ∞.

(b) Assume that
lim sup

∆t→0
V

nv
∆t

j∆r
< ∞.

Then
lim sup

t→T
v(t, x0) < ∞.

Proof. We outline the proof for u. Assume on the contrary that lim sup
t→T

u(t, x0) = ∞. Then given

ε > 0, there exists tε ∈ (T − ε,T ) such that u(tε, x0) > 2M. Observe that

0 < T − ε < tε <
T + tε

2
< T.

For small ∆t > 0, let nε
∆t be the positive integer satisfying that

T − ε < ∆t ·
(
nε∆t − 1

)
< tε ≤ ∆t · nε∆t <

T + tε
2

.

Since u remains smooth on
[
0, T+tε

2

]
× [0, 1] and, by Theorem 3.1, we also have

max
tn∈

[
0, T+tε

2

]
,0≤ j≤J

∣∣∣Un
j − u(tn, r j)

∣∣∣→ 0 as ∆t → 0,

it follows that, for sufficiently small ∆t and ∆r,∣∣∣∣Unε
∆t

j∆r
− u(tε , x0)

∣∣∣∣ < M
2
,
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which implies

U
nε

∆t
j∆r
> u(tε , x0) −

M
2
> 2M −

M
2

=
3M
2
.

On the other hand, since lim
∆t→0

T u(∆t) = T , one has, for sufficiently small ∆t,

∆t · nε∆t <
T + tε

2
< T u(∆t) = ∆t · nu

∆t.

Now (3.10) yields

U
nu

∆t
j∆r
> U

nε
∆t

j∆r
>

3M
2
,

for all sufficiently small ∆t. This contradicts the assumption lim sup
∆t→0

U
nu

∆t
j∆r

= M. �

Thanks to this theorem, if one can know the boundedness of the numerical solution at certain spatial
point x0 at the numerical blow-up time as ∆t → 0, it suggests the boundedness of the exact solution
u(t, x0), v(t, x0) as t → T . From this point of view, a smaller H seems to provide numerical results
which can suggest numerically the boundedness of the numerical solution more strongly. (See Figure
8). However, it should be noted that such a choice may lead to unnecessary calculation when computing
the numerical blow-up time. (See Figure 6).

4.2. Blow-up rate

In this subsection, we show that our numerical solutions satisfy a discrete analogue of (1.5). Put
H(s) = sγ (γ > 0).

Theorem 4.2. (a) Let γ ≥ pq−1
p+1 . Then there exist constants c1, c2 > 0 such that

c1 ≤ (T u(∆t) − tn)
(
Un

0
) pq−1

p+1 ≤ c2 (∀n = 0, · · · , nu
∆t − 1). (4.2)

(b) Let γ ≥ pq−1
q+1 . Then there exist constants c3, c4 > 0 such that

c3 ≤ (T v(∆t) − tn)
(
Vn

0
) pq−1

q+1 ≤ c4 (∀n = 0, · · · , nv
∆t − 1). (4.3)

We sketch out the proof for (4.2). (4.3) can be carried out in a similar way.
To show the validity of (4.2), we need the following lemmas.

Lemma 4.1. Let γ ≥ pq−1
p+1 . There exist C, c > 0 such that

c
(
Un

0
) p(q+1)

p+1 ≤
(
Un

0
)

t ≤ C
(
Un

0
) p(q+1)

p+1 . (4.4)

Proof. Note that, by (3.11) and (3.1)(3.2), a
(
Vn

0
)p <

(
Un

0
)

t ≤
(
Vn

0
)p

a
(
Un+1

0

)q
<

(
Vn

0
)

t ≤
(
Un+1

0

)q . (4.5)

Since Vk
0 ≥ Vk−1

0 (∀k ≥ 1), (
Vk

0

)p+1
−

(
Vk−1

0

)p+1
≤ (p + 1)

(
Vk

0

)p (
Vk

0 − Vk−1
0

)
,
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which, together with (4.5), implies

(
Vk

0

)p+1
≤

(
Vk−1

0

)p+1
+ (p + 1)

Uk+1
0 − Uk

0

a∆t
∆t

(
Uk

0

)q

≤
(
V0

0

)p+1
+

p + 1
a

k∑
l=1

(
U l+1

0 − U l
0

) (
U l

0

)q

≤
(
V0

0

)p+1
+

p + 1
a

∫ Uk+1
0

U1
0

xqdx

=
(
V0

0

)p+1
+

p + 1
a(q + 1)

[(
Uk+1

0

)q+1
−

(
U1

0

)q+1
]
.

We thus have (
Un

0
)

t ≤
(
Vn

0
)p
≤

(
Vn−1

0 + ∆t
(
Un

0
)q
)p

≤


((

V0
0

)p+1
+

p + 1
a(q + 1)

[(
Un

0
)q+1
−

(
U1

0

)q+1
]) 1

p+1

+ ∆t
(
Un

0
)q


p

.

Note that (3.12) implies
∆t ·

(
Uk

0

)γ
< 1 (∀0 ≤ k ≤ nu

∆t − 1),

and that
q − γ ≤ q −

pq − 1
p + 1

=
q + 1
p + 1

.

Since {Un
0} is increasing in n and Un

0 → ∞ as n→ ∞, it then follows

(
Un

0
)

t ≤


((

V0
0

)p+1
+

p + 1
a(q + 1)

[(
Un

0
)q+1
−

(
U1

0

)q+1
]) 1

p+1

+
(
Un

0
)q−γ


p

≤ C
(
Un

0
) p(q+1)

p+1 ,

for some positive constant C.
On the other hand, note that(

Vk
0

)p+1
−

(
Vk−1

0

)p+1
≥ (p + 1)

(
Vk−1

0

)p (
Vk

0 − Vk−1
0

)
,

which, together with (4.5), implies

(
Vk

0

)p+1
≥

(
Vk−1

0

)p+1
+ (p + 1)

Uk
0 − Uk−1

0

∆t
a∆t

(
Uk

0

)q

≥
(
V0

0

)p+1
+ a(p + 1)

k−1∑
l=0

(
U l+1

0 − U l
0

) (
U l+1

0

)q

≥
(
V0

0

)p+1
+ a(p + 1)

∫ Uk
0

U0
0

xqdx
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=
(
V0

0

)p+1
+

a(p + 1)
q + 1

[(
Uk

0

)q+1
−

(
U0

0

)q+1
]
.

It then follows that there exists c > 0 such that

(
Un

0
)

t ≥

{(
V0

0

)p+1
+

a(p + 1)
q + 1

[(
Un

0
)q+1
−

(
U0

0

)q+1
]} p

p+1

≥ c
(
Un

0
) p(q+1)

p+1 .

�

Lemma 4.2. Assume that γ ≥ pq−1
p+1 . Let z0 = 1 and zk+1 (k ≥ 0) be the positive root of

fk(z) = z + C (∆t)1− pq−1
γ(p+1) z

p(q+1)
p+1 − zk, for z ∈ [0, 1].

Then {zk} is decreasing. Moreover, we have

(∆t)
1
γ U

nu
∆t−k

0 ≥ zk (∀k ≥ 1). (4.6)

Proof. Since fk is monotonically increasing and satisfies fk(0) = −zk < 0, fk(zk+1) = 0 and
fk(zk) > 0, one has 0 < zk+1 < zk.

We now prove (4.6). Assume that (4.6) holds for certain k. By virtue of (4.4), one has

U
nu

∆t−k
0 ≤ U

nu
∆t−(k+1)

0 + C∆t
(
U

nu
∆t−(k+1)

0

) p(q+1)
p+1

.

Then it follows

zk ≤ (∆t)
1
γ U

nu
∆t−(k+1)

0 + C (∆t)1+ 1
γ

(
U

nu
∆t−(k+1)

0

) p(q+1)
p+1

= (∆t)
1
γ U

nu
∆t−(k+1)

0 + C (∆t)1− pq−1
γ(p+1)

(
(∆t)

1
γ U

nu
∆t−(k+1)

0

) p(q+1)
p+1

,

or equivalently,

fk

(
(∆t)

1
γ U

nu
∆t−(k+1)

0

)
≥ 0.

By the monotonicity of fk and the fact fk(zk+1) = 0, we thus have

(∆t)
1
γ U

nu
∆t−(k+1)

0 ≥ zk+1.

�

Lemma 4.3. Assume that γ ≥ pq−1
p+1 . Let y1 = 1 and yk+1 (k ≥ 1) is the positive root of

gk(z) = z + c (∆t)1− pq−1
γ(p+1) z

p(q+1)
p+1 − yk, for z ∈ [0, 1).

Then {yk} is decreasing. Moreover, we have

(∆t)
1
γ U

nu
∆t−k

0 ≤ yk (∀k ≥ 1). (4.7)
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Proof. Since gk is monotonically increasing and satisfies gk(0) = −yk < 0, gk(yk+1) = 0 and
gk(yk) > 0, the monotonicity of {yk} follows.

Now we assume that (4.7) holds for certain k. By virtue of (4.4), one has

U
nu

∆t−k
0 ≥ U

nu
∆t−(k+1)

0 + c∆t
(
U

nu
∆t−(k+1)

0

) p(q+1)
p+1

,

from which follows

yk ≥ (∆t)
1
γ U

nu
∆t−(k+1)

0 + c (∆t)1+ 1
γ

(
U

nu
∆t−(k+1)

0

) p(q+1)
p+1

= (∆t)
1
γ U

nu
∆t−(k+1)

0 + c (∆t)1− pq−1
γ(p+1)

(
(∆t)

1
γ U

nu
∆t−(k+1)

0

) p(q+1)
p+1

,

or equivalently,

gk

(
(∆t)

1
γ U

nu
∆t−(k+1)

0

)
≤ 0.

By the monotonicity of fk and the fact fk(yk+1) = 0, we thus have

(∆t)
1
γ U

nu
∆t−(k+1)

0 ≤ yk+1,

and the proof is completed by induction. �
Proof of (4.2).
Note first that {zk}, {yk} are decreasing sequences. By the definition of {zk} and {yk}, we have

(zn−1 − zn) z
−

p(q+1)
p+1

n

(∆t)1− pq−1
γ(p+1)

= C,

and
(yn−1 − yn) y

−
p(q+1)

p+1
n

(∆t)1− pq−1
γ(p+1)

= c,

which imply

n ∼
1

(∆t)1− pq−1
γ(p+1)

n∑
k=1

(zn−1 − zn) z
−

p(q+1)
p+1

n ∼
1

(∆t)1− pq−1
γ(p+1)

∫ zn

z0

s−
p(q+1)

p+1 ds,

and

n ∼
1

(∆t)1− pq−1
γ(p+1)

n∑
k=2

(yn−1 − yn) y
−

p(q+1)
p+1

n ∼
1

(∆t)1− pq−1
γ(p+1)

∫ yn

y1

s−
p(q+1)

p+1 ds.

It is not difficult to derive that there exist c1, c2 > 0 such that

c1 ≤ n (∆t)1− pq−1
γ(p+1) z

pq−1
p+1

n ≤ n (∆t)1− pq−1
γ(p+1) y

pq−1
p+1

n ≤ c2.

Let k = nu
∆t − n. Then one has

(T u(∆t) − tn)
(
Un

0
) pq−1

p+1 = k (∆t)
(
Un

0
) pq−1

p+1 = k (∆t)1− pq−1
γ(p+1)

[
(∆t)

1
γ U

nu
∆t−k

0

] pq−1
p+1

,

which, together with (4.6)(4.7) and the above inequality, implies (4.2). �
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4.3. Lσ-norm blow-ups

For blow-up solutions of (1.2), the L∞-norm becomes unbounded in a finite time T . However,
whether Lσ-norms (1 ≤ σ < ∞) also blow up in the finite time T or not depends on the space
dimension N and the parameters p, q of the nonlinear terms. In fact, (1.7) gives that Lσ-norm blows up
simultaneously with the L∞-norm if σ is large enough. It should be noted that, however, whether the
Lσ-norm becomes unbounded as t → T or remains bounded in [0,T ) seems to remain open for small
σ. In this subsection, we would like to numerically examine this problem. To this end, we first define
discrete Lσ-norms by

‖Un‖σ =


max

j=0,··· ,J
|Un

j | , if p = ∞(
J−1∑
j=0

rN−1
j+1 ∆r|Un

j |
σ

) 1
σ

, if 1 ≤ p < ∞
. (4.8)

We compute as follows. As in the computation of blow-up set, we use (3.14) to compute numerical
blow-up times T u(∆t) and T v(∆t) respectively. Then we compute the discrete Lσ-norm for U and V at
T u(∆t) and T v(∆t) respectively and let ∆t → 0 to see whether the discrete Lσ-norms tend to infinity or
remain bounded.

We use the same example as was used in Section 3 and 4.1 to illustrate our computational results.
We set (p, q) = (3, 2), N = 5, and u0(r) = 150(1+cos(πr)), v0(r) = 100(1+cos(πr)). As a consequence,
(1.7) suggest that ‖u(t, ·)‖Lσ becomes unbounded at the blow-up time if σ > 25

8 and ‖v(t, ·)‖Lσ blows up
at the blow-up time if σ > 25

6 . As shown in Figures 9 and 10, the computational results suggest that

‖Unu
∆t‖4, ‖Vnv

∆t‖5 → ∞ as ∆t → 0,

and ‖Unu
∆t‖3, ‖Vnv

∆t‖4 remain bounded as ∆t → 0. This suggests that Lσ-norms for both u and v might
perhaps remain bounded for small σ.
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Figure 9. (Left) The discrete L3-norm of U at t = T u(∆t) as ∆t → 0. (Right) The discrete
L4-norm of U at t = T u(∆t) as ∆t → 0.

AIMS Mathematics Volume 6, Issue 11, 11749–11777.



11774

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

 t 10
-9

0

10

20

30

40

50

60

70

80

90

100

||
V

|| 4
 a

t 
t=

T
v
(

 t
)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

 t 10
-9

220

240

260

280

300

320

340

360

380

400

420

||
U

|| 5
 a

t 
t=

T
v
(

 t
)

Figure 10. (Left) The discrete L4-norm of V at t = T v(∆t) as ∆t → 0. (Right) The discrete
L5-norm of V at t = T v(∆t) as ∆t → 0.

As a matter of fact, we have the following theorem:

Theorem 4.3. (a) Let Hu(s) = sγ1 (γ1 > 0). Then it holds that, for all σ > Nγ1
2 ,

‖Unu
∆t‖σ → ∞ as ∆t → 0.

(b) Let Hv(s) = sγ2 (γ2 > 0). Then it holds that, for all σ > Nγ2
2 ,

‖Vnv
∆t‖σ → ∞ as ∆t → 0.

Proof. By (4.8) and (3.12) we have

‖Unu
∆t‖σ ≥ (∆r)

N
σ ‖Unu

∆t‖∞ ≥ λ
− N

2σ (∆t)
N
2σ−

1
γ1 → ∞ as ∆t → 0,

provided that σ > Nγ1
2 . Similarly, we have by (3.13)

‖Vnv
∆t‖σ ≥ (∆r)

N
σ ‖Vnv

∆t‖∞ ≥ λ
− N

2σ (∆t)
N
2σ−

1
γ2 → ∞ as ∆t → 0,

if σ > Nγ2
2 . �

Remark 4.1. If we choose γ1 =
pq−1
p+1 and γ2 =

pq−1
q+1 , then Theorem 4.3 is consistent with (1.7). This

suggests that (3.14) might perhaps be the most appropriate choice for the computation to determine
the Lσ-norm blow-up for the solutions of (1.2).

Moreover, we have the following theorem.

Theorem 4.4. Let 1 ≤ σ < ∞.

(a) Suppose that
lim sup

∆t→0
max

0≤n≤nu
∆t

‖Un‖σ < ∞.

Then
lim
t→T
‖u(t, ·)‖Lσ < ∞.
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(b) Suppose that
lim sup

∆t→0
max

0≤n≤nv
∆t

‖Vn‖σ < ∞.

Then
lim
t→T
‖v(t, ·)‖Lσ < ∞.

By virtue of Theorem 3.1 and 3.2, Theorem 4.4 can actually be proved in exactly the same way as
was given in [15]. We thus omit it.

5. Conclusions

We compute the blow-up time and several blow-up behaviors for (1.2) by a finite difference scheme.
To obtain a better approximation for the blow-up phenomenon, we compute the numerical blow-up
time T u(∆t) and T v(∆t) for u and v and investigate various asymptotic behaviors for the numerical
solution Un

j and Vn
j at T u(∆t) and T v(∆t) respectively. This is necessary in order to observe numerically

the blow-up features for u and v near the blow-up time. Although two numerical blow-up times for
(1.2) are computed, we remark that

T u(∆t), T v(∆t)→ T as ∆t → 0.

Here, T is the blow-up time of (1.2).
We use functions Hu and Hv to determine the numerical blow-up times for the solutions u and v of

(1.2). It is natural to ask which choice is the best. For the computation of the numerical blow-up time,
by Theorem 3.2, the function H(s) = sγ (∀γ > 0) can be used to determine both T u(∆t) and T v(∆t)
with rigorous convergence proofs. Our numerical results, however, suggest that the choice (3.14) gives
a better approximation. If we want to determine whether the numerical solution at a certain point x0

remains bounded at the numerical blow-up time as ∆t → 0, it seems that it will be easier for us to
observe the boundedness of the numerical solutions if γ is not greater than that given in (3.14). See
Section 4.1. On the other hand, in the analysis of the blow-up rate for the numerical solutions, we need
the assumption that γ is not smaller than that given in (3.14). See Theorem 4.2. For the computation
of Lσ-norm blow-up, our analysis again suggests that the numerical results coincide with that of the
continuous problem if (3.14) is applied. All these results suggest (3.14) might be a suitable choice for
the computation of blow-up solutions of (1.2).

Finally, we remark that, although we can prove the convergence of the numerical blow-up time for
(1.2) (Theorem 3.2), we have no idea about the convergence order. This still remains open even in the
case of a single equation (1.8). We thus leave this to future study.
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