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1. Introduction

Let Ω := (0, 1), T > 0 be a fixed final time and Q := Ω × (0,T ). In this paper, we consider the
following Kawahara equation [12, 15]

yt + yxxx + γyxxxxx + yyx + a(x)y = 0, (x, t) ∈ Q,

y(x, 0) = y0(x), x ∈ Ω,

y(0, t) = y(1, t) = yx(0, t) = yx(1, t) = 0, t ∈ (0,T ),

yxx(1, t) = 0 t ∈ (0,T ),

(1.1)

where γ < 0, y0 is the initial data and a(x) is the damping coefficient. For simplicity we assume
γ = −1. The Kawahara equation was first introduced by Kawahara [12] in 1972 to study the
propagation of small-amplitude long waves that occur in various applications like, fluid dynamics,
plasma physics, biology, and sociology. Further note that it is necessary to introduce the higher order
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effect of dispersion in order to balance the nonlinear effect when the coefficient of the third-order
derivative in the KdV equation becomes zero or very small. The term yxxx + γyxxxxx is denoted as the
conservative dispersive effect. The term a(x)y plays a significant role in the designing of feedback
damping mechanism and proving the exponential energy decay of solutions. Further, when the
damping is localized, that is, it is effective only on a bounded subset of the given domain, the
stabilization of the problem is more interesting (see, [15]). Note that we have also omitted the drift
term ux in the model (1.1) since it doesn’t play any essential role in the study of Carleman estimate
and inverse problems of the given system. For more detailed applications of this model, one may refer
to [1, 7, 15].

In this paper, we focus on the reconstruction of a space-dependent damping coefficient of a zeroth
order term based on Carleman estimate for fifth-order PDEs. This estimate was introduced by
Carleman in 1939 for proofs of uniqueness results for ill-posed Cauchy problems. Carleman estimate
and its theory were first proposed in the study of inverse problems, by Bukhgeim and Klibanov [4, 5].
In recent years, due to applications, inverse problems for higher-order partial differential equations
have attained much more attention. In the literature, we could find numerous articles that deal with
the inverse problems/controllability results for higher-order PDEs. For example, Glass et al. [8]
established the local controllability to the trajectories of fifth-order Korteweg-de Vries equation
(KdV) using the boundary controls. Gao [10] established a global Carleman estimate for the
Kawahara equation by internal measurements and applied it to prove the unique continuation property
and exponential decay of solutions. Recently, Mo Chen [7] studied the controllability to the
trajectories for the Kawahara equation via Carleman estimate. Baudoin et al. [3] investigated the
nonlinear inverse problem of retrieving the anti-diffusion coefficient from Kuramoto-Sivashinsky
(K-S) equation. The same authors [2] established the inverse problem of reconstructing the principal
coefficient of generalized Korteweg de Vries (KdV) equation. One may also look at [6] for the
Carleman inequality of the classical KdV equation which is applied to study the null controllability
problem. Gao [9] studied the inverse problem and the controllability to the trajectories for the K-S
equation using internal measurement. A recent paper by Meléndez [13] discussed the inverse problem
of retrieving the main coefficient in the K-S equation using the boundary measurement. For some of
the other related results and applications of Carleman estimate, one can also refer to [16].

Apart from some of the literature mentioned above for inverse problems and controllability of
higher-order systems, to the best of our knowledge, in the direction of inverse problems, there is no
article available in the literature for recovering the unknown coefficient or source in the Kawahara
equation. Thus we made an attempt to establish such a result in this paper.

Notations and Assumptions:

The following notations, function spaces and assumptions are often used throughout this article:

W5,∞(Ω) := {y ∈ L∞(Ω); yx, yxx, yxxx, yxxxx, yxxxxx ∈ L∞(Ω)} ,

W1,∞(0,T ; W1,∞(Ω)) = {y, yt, yx, yxt ∈ L∞(0,T ; L∞(Ω))}

and
Rk

T := C([0,T ]; Hk(Ω)) for k ≥ 0

P0,T := R0
T ∩ L2(0,T ; H2(Ω)),
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with norm
‖y‖P0,T := ‖y‖R0

T
+ ‖y‖L2(0,T ;H2(Ω)).

We also use function space H1(0,T ; L2(Ω)) := {y, yt ∈ L2(0,T ; L2(Ω))}.

Assumption: 1.1.
(i) Let KM be an M-bounded set in W5,∞(Ω), which is defined by

KM = {a(x) ∈ W5,∞(Ω) : ‖a(x)‖W5,∞(Ω) ≤ M}, (1.2)

where M is any positive constant.
(ii) The initial data y0 satisfies the compatibility conditions y(i)

0 (x) = 0 on ∂Ω for all i = 0, 1, · · · , 12,

where y(i)
0 =

diy0

dxi .

The condition y(i)
0 (x) = 0 on ∂Ω for i = 0, 1, 2 is sufficient for the compatibility of the boundary

conditions in (1.1) and the rest of the cases are needed only to prove the regularity of solutions given
by Theorem 3.2.

2. Main results

The main part of our paper deals with the stability result for an inverse problem of the Kawahara
equation which is explained in the following manner. Let y(x, t) and ỹ(x, t) be the solutions to Kawahara
equation (1.1) corresponding to the unknown coefficients a(x) and ã(x) respectively. Define u(x, t) :=
y(x, t) − ỹ(x, t) and f (x) := a(x) − ã(x) so that u solves the equation

ut + uxxx − uxxxxx + p(x, t)ux + q(x, t)u = g(x, t), (x, t) ∈ Q,

u(x, 0) = 0, x ∈ (0, 1),

u(0, t) = u(1, t) = ux(0, t) = ux(1, t) = uxx(1, t) = 0, t ∈ (0,T ),

(2.1)

where p(x, t) := y(x, t), q(x, t) = (a(x) + ỹx(x, t)), r(x, t) := −ỹ(x, t) and g(x, t) = f (x)r(x, t).
The inverse problem can be stated as follows: Is it possible to retrieve the damping coefficient a =

a(x) from the measurement of the solution u of Kawahara equation, namely certain spatial derivatives
of u at time θ = T/2 and the solution u on the subdomain ω ⊂ Ω ?

The answer is the following main result concerning the stability estimate of the Kawahara equation
(1.1) in terms of internal measurements:

Theorem: 2.1. Let a ∈ KM, y0 ∈ H10(Ω) and ω ⊂ Ω. Assume that inf
x∈Ω
|ỹ(x, θ)| ≥ b > 0, for some fixed

θ ∈ (0,T ). Then there exists a constant C > 0 depending on Ω, ω,T,M, b and y0 such that

‖a − ã‖2L2(Ω) ≤ C
(
‖y − ỹ‖2H1(0,T ;L2(ω)) + ‖yxxxx − ỹxxxx‖

2
H1(0,T ;L2(ω))

+‖y(·, θ) − ỹ(·, θ)‖2H5(0,1)

)
. (2.2)

Remark: 2.1. If we assume that y(x, θ) = ỹ(x, θ), for a.e. x ∈ Ω, the internal stability estimate becomes

‖a − ã‖2L2(Ω) ≤ C
(
‖y − ỹ‖2H1(0,T ;L2(ω)) + ‖yxxxx − ỹxxxx‖

2
H1(0,T ;L2(ω))

)
.
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The regularity of solutions for the direct problem (1.1) which is proved in Section 5 and a Carleman
estimate stated in [10] (see, Theorem 1.1) play a vital role to prove Theorem 2.1. We will prove in
Section 3 that if the initial condition y0 ∈ H10(Ω), then the solution of the main equation (1.1), namely
y ∈ C([0,T ]; H5(Ω)) and yt ∈ C([0,T ]; H2(Ω)) ∩ L2(0,T ; H5(Ω)). This is mainly attained from the
appropriate regularity of solution for the Kawahara equation. Since the right-hand side of (2.2) can be
estimated as y ∈ H1(0,T ; H5(Ω)), we observe that the trajectories of solutions satisfying Theorem 2.1
is not an empty set.

The outline of the article is as follows: In Section 3, we establish the existence, uniqueness, and
regularity of solutions of the Kawahara equation. In Section 4, we state a global Carleman estimate with
internal observations for the fifth-order operator with Dirichlet-Neumann type boundary conditions. In
Section 5, we establish a stability result for the Kawahara equation.

3. Existence, uniqueness and regularity of solutions

In this section, we establish the existence and uniqueness of solution of the Kawahara equation. Let
F ∈ L1(0,T ; H1

0(Ω)). Consider the auxiliary problem

yt + yxxx − yxxxxx = F(x, t), (x, t) ∈ Q,

y(x, 0) = y0(x), x ∈ (0, 1),

y(0, t) = y(1, t) = yx(0, t) = 0, t ∈ (0,T ),

yx(1, t) = yxx(1, t) = 0, t ∈ (0,T ).

(3.1)

The existence and uniqueness of solution for the linear problem (3.1) can be obtained by using
semigroup theory (see, [10, 15]).

Proposition: 3.1. ([15], Lemma 2.1 ) Let y0 ∈ L2(Ω) and F ∈ L1(0,T ; H1
0(Ω)). Then, the linearized

equation (3.1) has a unique generalized solution y ∈ C([0,T ]; L2(Ω))∩ L2(0,T ; H2(Ω)). Moreover, the
solution satisfies

max
t∈[0,T ]

‖y(t)‖L2(Ω) + ‖y‖L2(0,T ;H2(Ω)) ≤ C
(
‖F‖L1(0,T ;H1

0 (Ω)) + ‖y0‖L2(Ω)

)
. (3.2)

The well-posedness of Eq (1.1) is obtained by using Proposition 3.1 and fixed point argument. The
energy estimate (3.2) related to upper bound of y, which is obtained in terms of F ∈ L1(0,T ; H1

0(Ω))
plays a major role.

Theorem: 3.1. Assume that a(x) ∈ L∞(Ω) and let T > 0 be given. Then for any y0 ∈ L2(Ω), there
exists a unique solution y ∈ C([0,T ]; L2(Ω)) ∩ L2(0,T ; H2(Ω)) of (1.1) satisfying

‖y‖C([0,T ];L2(Ω))∩L2(0,T ;H2(Ω)) ≤ C(M,T )
(
1 + ‖y0‖

2
L2(Ω)

)
. (3.3)

Proof. The existence and uniqueness is proved in Theorem 2.1, [15] (see also [10]). Now, we only
prove the global estimate (3.3).

Multiplying (1.1) by y, integrating over Ω and using Grönwall’s inequality, we obtain

max
0≤t≤T

‖y(t)‖2L2(Ω) ≤ eCMT ‖y0‖
2
L2(Ω). (3.4)
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Similarly, multiplying (1.1) by xy, integrating over Ω, we get

d
dt
‖x1/2y(t)‖2L2(Ω) + 3‖yx(t)‖2L2(Ω) + 5‖yxx(t)‖2L2(Ω) ≤

2
3
‖y(t)‖3L3(Ω) + 2M‖y(t)‖2L2(Ω). (3.5)

Using Agmon’s inequality and Poincaré’s inequality, we obtain

‖y(t)‖3L3(Ω) ≤ ‖y(t)‖L∞(Ω)‖y(t)‖2L2(Ω) ≤ ‖yx(t)‖
1/2
L2(Ω)‖y(t)‖1/2

L2(Ω)‖y(t)‖2L2(Ω)

≤ C‖yx(t)‖L2(Ω)‖y(t)‖2L2(Ω) ≤ 3‖yx(t)‖2L2(Ω) + C‖y(t)‖4L2(Ω). (3.6)

Replacing (3.6) in (3.5) and using (3.4), we have

d
dt
‖x1/2y(t)‖2L2(Ω) + ‖yx(t)‖2L2(Ω) + 5‖yxx(t)‖2L2(Ω) ≤ C(M,T )

(
‖y0‖

2
L2(Ω) + ‖y0‖

4
L2(Ω)

)
.

Integrating over (0, t) to obtain

‖x1/2y(t)‖2L2(Ω) + ‖yx‖
2
L2(0,T ;L2(Ω)) + 5‖yxx‖

2
L2(0,T ;L2(Ω)) ≤ C(M,T )

(
‖y0‖

2
L2(Ω) + ‖y0‖

4
L2(Ω)

)
. (3.7)

Note that from (3.7) and Poincaré’s inequality, we also have

‖y‖2L2(0,T ;L2(Ω)) ≤ C(M,T )
(
1 + ‖y0‖

4
L2(Ω)

)
. (3.8)

Adding (3.4), (3.7) and (3.8), one can complete the proof. �

To complete the main result of this paper, we prove the following regularity result.

Theorem: 3.2. Assume that a(x) ∈ L∞(Ω) and let T > 0 be given. Further assume that Assumption
1.1-(ii) holds true. If y0 ∈ H10(Ω), then the solution y ∈ C([0,T ]; H5(Ω)), yt ∈ C([0,T ]; H2(Ω)) ∩
L2(0,T ; H5(Ω)) and satisfies the following:

‖y‖C([0,T ];H5(Ω)) ≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
, (3.9)

and

‖yt‖C([0,T ];H2(Ω))∩L2(0,T ;H5(Ω)) ≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
. (3.10)

Proof. From (1.1), we have

‖yxxxxx‖
2
L2(0,T ;L2(Ω)) (3.11)

≤ 4
(
‖yt‖

2
L2(0,T ;L2(Ω)) + ‖yyx‖

2
L2(0,T ;L2(Ω)) + ‖yxxx‖

2
L2(0,T ;L2(Ω)) + M2‖y‖2L2(0,T ;L2(Ω))

)
.

Observe that by (3.11), we have

‖y‖2L2(0,T ;H5(Ω)) ≤ C(M)
(
‖yt‖

2
L2(0,T ;L2(Ω)) + ‖yyx‖

2
L2(0,T ;L2(Ω)) + ‖y‖2L2(0,T ;H4(Ω))

)
. (3.12)

Using the continuous injection H1(Ω) ↪→ L∞(Ω), we get

‖yyx‖
2
L2(0,T ;L2(Ω)) ≤ C‖y‖2C([0,T ];L2(Ω))‖y‖

2
L2(0,T ;H2(Ω)). (3.13)
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By Ehrling’s lemma (see Theorem 7.30, [14]) for any ε > 0 and y ∈ L2(0,T ; H5(Ω)), we obtain

‖y‖2L2(0,T ;H4(Ω)) ≤ ε‖y‖
2
L2(0,T ;H5(Ω)) + C(ε)‖y‖2L2(0,T ;L2(Ω)). (3.14)

Substituting (3.13) and (3.14) in (3.12) and choosing ε = 1/2C, we get

‖y‖2L2(0,T ;H5(Ω)) ≤ C
(
‖yt‖

2
L2(0,T ;L2(Ω)) + ‖y‖2C([0,T ];L2(Ω))‖y‖

2
L2(0,T ;H2(Ω)) + ‖y‖2L2(0,T ;L2(Ω))

)
. (3.15)

Taking derivative of (1.1) with respect to time, we also have

‖yxxxxxt‖
2
L2(0,T ;L2(Ω)) ≤ 5

(
‖ytt‖

2
L2(0,T ;L2(Ω)) + ‖yyxt‖

2
L2(0,T ;L2(Ω)) + ‖ytyx‖

2
L2(0,T ;L2(Ω))

+‖yxxxt‖
2
L2(0,T ;L2(Ω)) + M2‖yt‖

2
L2(0,T ;L2(Ω))

)
. (3.16)

Applying the continuous injection H1(Ω) ↪→ L∞(Ω), we obtain

‖ytyx‖
2
L2(0,T ;L2(Ω)) ≤ C‖yt‖

2
C([0,T ];L2(Ω))‖y‖

2
L2(0,T ;H2(Ω)), (3.17)

and

‖yyxt‖
2
L2(0,T ;L2(Ω)) ≤ C‖y‖2C([0,T ];L2(Ω))‖yt‖

2
L2(0,T ;H2(Ω)). (3.18)

By Ehrling’s lemma, we get

‖yt‖
2
L2(0,T ;H4(Ω)) ≤ ε‖yt‖

2
L2(0,T ;H5(Ω)) + C(ε)‖yt‖

2
L2(0,T ;L2(Ω)), (3.19)

for any ε > 0. Once again follow the same process as we did above and using (3.17), (3.18) and (3.19),
we obtain

‖yt‖
2
L2(0,T ;H5(Ω)) ≤ C(M)

(
‖ytt‖

2
L2(0,T ;L2(Ω)) + ‖yt‖

2
C([0,T ];L2(Ω))‖y‖

2
L2(0,T ;H2(Ω))

+‖y‖2C([0,T ];L2(Ω))‖yt‖
2
L2(0,T ;H2(Ω)) + ‖yt‖

2
L2(0,T ;L2(Ω))

)
. (3.20)

To estimate the right side of the above two inequalites (3.15) and (3.20), we need to establish the
following auxiliary lemmas.

Lemma: 3.1. Assume that a(x) ∈ L∞(Ω) and let T > 0 be given. If y0 ∈ H5(Ω), then the solution
y ∈ P0,T of (1.1) has time regularity such that yt ∈ P0,T and satisfies the following:

‖yt‖P0,T ≤ exp
{
C(M,T )

(
1 + ‖y0‖

2
H5(Ω)

)}
. (3.21)

Proof. Let us take a derivative of (1.1) with respect to time and set η := yt. Then η satisfies the equation
ηt + ηxxx − ηxxxxx + ηyx + yηx + a(x)η = 0, (x, t) ∈ Q,

η(x, 0) = η0(x), x ∈ Ω,

η(0, t) = η(1, t) = ηx(0, t) = ηx(1, t) = ηxx(1, t) = 0, t ∈ (0,T ),

(3.22)
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where η0(x) := yt(x, 0). Notice that from (1.1), we have yt(x, 0) = −y(3)
0 (x) + y(5)

0 (x) − y0(x)y′0(x) −
a(x)y0(x).
Multiplying (3.22) by η, integrating over Ω and apply Cauchy’s inequality to obtain

d
dt
‖η(t)‖2L2(Ω) + η2

xx(0, t) ≤ C(M)
(
‖yx‖L∞(Ω) + 1

)
‖η(t)‖2L2(Ω). (3.23)

Using Grönwall’s inequality, the continuous injection H1(Ω) ↪→ L∞(Ω) and by Theorem 3.1, we attain

max
0≤t≤T

‖η(t)‖2L2(Ω) ≤ exp
{
C(M,T )

(
‖y0‖

2
L2(Ω) + 1

)}
‖η0‖

2
L2(Ω). (3.24)

From the initial condition and the continuous injection H2(Ω) ↪→ L∞(Ω), we get

‖η0‖L2(Ω) ≤ C(M)
(
‖y0‖H3(Ω) + ‖y0‖H5(Ω) + ‖y0‖H2(Ω)‖y0‖H1(Ω) + ‖y0‖L2(Ω)

)
≤ C(M)

(
‖y0‖H5(Ω) + ‖y0‖

2
H5(Ω)

)
≤ C(M) exp

{
‖y0‖H5(Ω)

}
. (3.25)

Replacing (3.25) in (3.24), we obtain

‖η‖2C([0,T ];L2(Ω)) ≤ exp
{
C(M,T )

(
1 + ‖y0‖

2
H5(Ω)

)}
. (3.26)

Once again multiplying (3.22) by xη and integrating over Ω, we obtain

d
dt
‖x1/2η(t)‖2L2(Ω) + 3‖ηx(t)‖2L2(Ω) + 5‖ηxx(t)‖2L2(Ω)

≤ C(M)
(
‖yx‖L∞(Ω) + ‖y‖L∞(Ω) + 1

)
‖η(t)‖2L2(Ω). (3.27)

Integrating (3.27) over (0, t) and applying Theorem 3.1, (3.25) and (3.26), we get

‖x1/2η(t)‖2L2(Ω) + ‖ηx‖
2
L2(0,T ;L2(Ω)) + ‖ηxx‖

2
L2(0,T ;L2(Ω)) ≤ exp

{
C(M,T )

(
1 + ‖y0‖

2
H5(Ω)

)}
. (3.28)

Therefore, putting together (3.26) and (3.28), one can get (3.21).
Finally, we show that the solution η of (3.22) is equal to yt, where y is the solution of (1.1).

Let us define

y(x, t) =

∫ t

0
η(x, τ)dτ + y0(x). (3.29)

It leads to the following:

yt(x, t) + yxxx(x, t) − yxxxxx(x, t) + y(x, t)yx(x, t) + a(x)y(x, t)

= η(x, t) +

∫ t

0

(
ηxxx(x, τ) − ηxxxxx(x, τ) + η(x, τ)yx(x, τ) + y(x, τ)ηx(x, τ) + a(x)η(x, τ)

)
dτ

+y(3)
0 (x) − y(5)

0 (x) + y0(x)y(1)
0 (x) + a(x)y0(x)

= η(x, t) −
∫ t

0
ητ(x, τ)dτ + y(3)

0 (x) − y(5)
0 (x) + y0(x)y(1)

0 (x) + a(x)y0(x)

= η(x, 0) + y(3)
0 (x) − y(5)

0 (x) + y0(x)y(1)
0 (x) + a(x)y0(x) = 0.

AIMS Mathematics Volume 5, Issue 5, 4529–4545.



4536

Notice that when η solves the system (3.22), y solves (1.1). Moreover from (3.29), we get the initial
condition y(x, 0) = y0(x) and using the compatibility condition, we obtain

y(0, t) =

∫ t

0
η(0, τ)dτ + y0(0) = 0.

Similarly, one can get the remaining boundary conditions y(1, t) = 0, yx(0, t) = 0, yx(1, t) = 0 and
yxx(1, t) = 0. This completes the proof. �

Lemma: 3.2. Assume that a(x) ∈ L∞(Ω) and let T > 0 be given. If y0 ∈ H10(Ω), then the solution
y ∈ P0,T of (1.1) has time regularity such that ytt ∈ P0,T and satisfies the following:

‖ytt‖P0,T ≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
. (3.30)

Proof. Take a derivative of (3.22) with respect to time and let us set z := ηt. Then, we have
zt + zxxx − zxxxxx + yzx + yxz + a(x)z = −2ηηx, (x, t) ∈ Q,

z(x, 0) = z0(x), x ∈ Ω,

z(0, t) = z(1, t) = zx(0, t) = zx(1, t) = zxx(1, t) = 0, t ∈ (0,T ),

(3.31)

where z0(x) := ηt(x, 0). Observe that from (3.22), we have ηt(x, 0) = −η(3)
0 (x) + η(5)

0 (x) − η0(x)y′0(x) −
y0(x)η′0(x) − a(x)η0(x).

Multiplying (3.31) by z, integrating over Ω and applying Cauchy’s inequality, we obtain

d
dt
‖z(t)‖2L2(Ω) + z2

xx(0, t) ≤ C(M)
(
‖yx‖L∞(Ω) + ‖ηx‖

2
L∞(Ω) + 1

)
‖z(t)‖2L2(Ω) + ‖η(t)‖2L2(Ω). (3.32)

Using Grönwall’s inequality, the continuous injection H1(Ω) ↪→ L∞(Ω), by Theorem 3.1 and
Lemma 3.1, we attain

max
0≤t≤T

‖z(t)‖2L2(Ω) ≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
, (3.33)

where we have used

‖z0‖L2(Ω) ≤ C(M)
(
‖η0‖H5(Ω) + ‖η0‖L2(Ω)‖y0‖H2(Ω) + ‖η0‖H1(Ω)‖y0‖H1(Ω)

)
≤ C(M)

(
‖η0‖H5(Ω) + ‖η0‖

2
H5(Ω) + ‖y0‖

2
H2(Ω)

)
(3.34)

and

‖η0‖H5(Ω) ≤ C(M)
(
‖y0‖H10(Ω) + ‖y0‖

2
H10(Ω)

)
≤ C(M) exp

{
‖y0‖H10(Ω)

}
. (3.35)

Multiplying (3.31) by xz, integrating over Ω and using Cauchy’s inequality to get

d
dt
‖x1/2z(t)‖2L2(Ω) + 3‖zx(t)‖2L2(Ω) + 5‖zxx(t)‖2L2(Ω)

≤ C(M)
(
‖ηx‖

2
L∞(Ω) + ‖yx‖L∞(Ω) + ‖y‖L∞(Ω) + 1

)
‖z(t)‖2L2(Ω) + ‖η(t)‖2L2(Ω).
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Integrating over (0, t) to obtain

‖x1/2z(t)‖2L2(Ω) + ‖zx‖
2
L2(0,T ;L2(Ω)) + ‖zxx‖

2
L2(0,T ;L2(Ω))

≤ C(M)
(
‖η‖2L2(0,T ;H2(Ω)) +

√
T‖y‖L2(0,T ;H2(Ω)) + T

)
‖z‖2C([0,T ];L2(Ω)) + ‖η‖2L2(0,T ;L2(Ω)) + ‖z0‖

2
L2(Ω).

Using Theorem 3.1, Lemma 3.1, (3.33), (3.34) and x ≤ ex for all x ∈ R, we get

‖x1/2z(t)‖2L2(Ω) + ‖zx‖
2
L2(0,T ;L2(Ω)) + ‖zxx‖

2
L2(0,T ;L2(Ω))

≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
. (3.36)

Similar to Lemma 3.1, we can show the equality of solutions z and ytt. The proof is thus completed. �

Use Theorem 3.1 and Lemma 3.1 in (3.15) to obtain

‖y‖2L2(0,T ;H5(Ω)) ≤ exp
{
C(M,T )

(
1 + ‖y0‖

2
H5(Ω)

)}
. (3.37)

Similarly, applying Theorem 3.1, Lemma 3.1 and Lemma 3.2 in (3.20), we get

‖yt‖
2
L2(0,T ;H5(Ω)) ≤ exp

{
exp

{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
. (3.38)

Now, adding (3.37) and (3.38) to get

‖y‖2H1(0,T ;H5(Ω)) ≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
. (3.39)

Using (3.39) and the continuous injection H1(0,T ; H5(Ω)) ↪→ C([0,T ]; H5(Ω)), one can obtain (3.9).
Multiplying (3.22) by −ηxt and integrating over Ω, we get

d
dt
‖ηxx(t)‖2L2(Ω) ≤ C(M)

((
‖yx(t)‖2L∞(Ω) + 1

)
‖η(t)‖2L2(Ω) + ‖y(t)‖2L2(Ω)‖ηx(t)‖2L∞(Ω)

+‖ηxt(t)‖2L2(Ω) + ‖ηxxxxx(t)‖2L2(Ω)

)
.

Using the continuous embedding H1(Ω) ↪→ L∞(Ω), integrating over (0, t), applying Theorem 3.1,
Lemma 3.1, Lemma 3.2 and (3.38), we obtain

‖ηxx(t)‖2L2(Ω) ≤ exp
{

exp
{
C(M,T )

(
1 + ‖y0‖

2
H10(Ω)

)}}
.

By the help of Poincaré’s inequality, we also estimate ‖ηx(t)‖2L2(Ω) and again by Lemma 3.1 together
with (3.38), we get (3.10). This completes the proof of Theorem 3.2. �

4. Carleman estimate

In this section, we state an internal type Carleman estimate for the linearized Kawahara equation.
We need to introduce suitable weight functions which will be useful for obtaining the Carleman
estimates.
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4.1. Internal Carleman estimate

Let ω ⊂ Ω be an arbitrary open subset. Let us assume ψ = ψ(x) ∈ C∞(Ω̄) be the function that
satisfies  ψ(x) > 0 ∀x ∈ Ω, ψ(x) = 0 ∀x ∈ ∂Ω, ‖ψ‖C(Ω̄) = 1

|ψx(x)| > 0 ∀x ∈ Ω̄ \ ω and ψx(0) > 0, ψx(1) < 0.
(4.1)

For the existence of such a function ψ one can refer to [10]. Let λ be a sufficiently large positive
constant. We define φ and α for any λ > 1 and t ∈ (0,T ):

φ(x, t) = eλ(ψ(x)+3)/β(t), α(x, t) =
(
eλ(ψ(x)+3) − e5λ

)
/β(t), (4.2)

where β(t) = t(T − t). Furthermore, in order to prove the main results, we may need the following
estimates for the functions φ and α :

|φt| ≤ CTφ2, |αt| ≤ CTφ2 and |αtt| ≤ CT 2φ3. (4.3)

Further note that

φx = λφψx, αx = λφψx and φ−1 ≤ (T/2)2. (4.4)

Now let us state an interior Carleman estimate for the linear operator Ly := yt − yxxxxx. Here, we set

J :=
{
y ∈ L2(0,T ; H5(Ω)) | y(0, t) = y(1, t) = yx(0, t) = yx(1, t) = yxx(1, t) = 0,

Ly ∈ L2(0,T ; L2(Ω))
}
.

Proposition: 4.1. ([10], Theorem 1.1) Let ψ, φ and α be defined as in (4.1)-(4.2). Then there exist
four constants s0 > 0, λ0 > 1, C0 > 0 and C1 > 0, such that for λ = λ0 and for all s ≥ s0 := C0(T +T 2),
the following inequality holds for all y ∈ J:

s9
"

Q
φ9e2sα|y|2dxdt + s7

"
Q
φ7e2sα|yx|

2dxdt + s5
"

Q
φ5e2sα|yxx|

2dxdt

+s3
"

Q
φ3e2sα|yxxx|

2dxdt + s
"

Q
φe2sα|yxxxx|

2dxdt

≤ C1

("
Q

e2sα|Ly|2dxdt + s9
"

Qω

φ9e2sα|y|2dxdt + s
"

Qω

φe2sα|yxxxx|
2dxdt

)
, (4.5)

where Qω := ω × (0,T ).

Now we apply the above Carleman estimate to get the similar estimate for the linearized equation
(2.1) by using same weight functions as defined in (4.1)-(4.2).

Theorem: 4.1. Let ψ, φ and α be defined as in (4.1)-(4.2). Then there exist constants s∗0 > 0, λ0 > 1,
and C > 0, such that for λ ≥ λ0 and for all s ≥ s∗0, the following inequality holds for all u ∈ J:

M(u) ≤ C
("

Q
e2sα|g|2dxdt + s9

"
Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

)
, (4.6)
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where u is the solution of the system (2.1) and

M(u) := s−1
"

Q
φ−1e2sα|L1u|2dxdt + s9

"
Q
φ9e2sα|u|2dxdt + s7

"
Q
φ7e2sα|ux|

2dxdt

+s5
"

Q
φ5e2sα|uxx|

2dxdt + s3
"

Q
φ3e2sα|uxxx|

2dxdt + s
"

Q
φe2sα|uxxxx|

2dxdt.

Proof. Let us define the unknown function u(x, t) = e−sαw(x, t) for the operator Lu = ut − uxxxxx to
write the following resulting equation

L1w +L2w +L3w = esαL(e−sαw) (4.7)

where

L1w = wt − wxxxxx − 10s2α2
xwxxx − 30s2αxαxxwxx − 5s4α4

xwx − 6s4α3
xαxxw

L2w = s5α5
xw + 10s3α3

xwxx + 5sαxwxxxx

L3w = sαtw − 10s3α2
xαxxxw − 15s3αxα

2
xxw − 10s2αxxαxxxw − 5s2αxαxxxxw

−sαxxxxxw − 4s4α3
xαxxw − 30s3α2

xαxxwx − 20s2αxαxxxwx − 15s2α2
xxwx

−5sαxxxxwx − 10sαxxxwxx − 10sαxxwxxx.

The relation (4.7) will play a major role to get the following Carleman estimate for the operator L
defined above. By Proposition 4.1 and the operator Lu = ut − uxxxxx = g − uxxx − pux − qu from (2.1),
we get

s9
"

Q
φ9e2sα|u|2dxdt + s7

"
Q
φ7e2sα|ux|

2dxdt + s5
"

Q
φ5e2sα|uxx|

2dxdt (4.8)

+s3
"

Q
φ3e2sα|uxxx|

2dxdt + s
"

Q
φe2sα|uxxxx|

2dxdt

≤ C1

("
Q

e2sα|g − uxxx − pux − qu|2dxdt + s9
"

Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

)
.

Now, we find the bound for the first term of the right side of (4.8): Use Theorem 3.2 and the
Sobolev embedding L∞(0,T ; H2(Ω)) ↪→ L∞(0,T ; W1,∞(Ω)) to get the regularity results that
y ∈ L∞(0,T ; W1,∞(Ω)) and ỹ ∈ L∞(0,T ; W1,∞(Ω)). It shows that ‖p‖L∞(0,T ;L∞(Ω)) and ‖q‖L∞(0,T ;L∞(Ω)) are
bounded by constants depending on Ω, T , M and y0. It leads to the estimate"

Q
e2sα|g − uxxx − pux − qu|2dxdt (4.9)

≤ C
("

Q
e2sα|g|2dxdt +

"
Q

e2sα
(
|u|2 + |ux|

2 + |uxxx|
2
)
dxdt

)
.

Substitute (4.9) in (4.8), we have

s9
"

Q
φ9e2sα|u|2dxdt + s7

"
Q
φ7e2sα|ux|

2dxdt + s5
"

Q
φ5e2sα|uxx|

2dxdt

AIMS Mathematics Volume 5, Issue 5, 4529–4545.



4540

+s3
"

Q
φ3e2sα|uxxx|

2dxdt + s
"

Q
φe2sα|uxxxx|

2dxdt

≤ C
("

Q
e2sα|g|2dxdt + s9

"
Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

)
, (4.10)

for any s ≥ s1 := max{s0,CT 2}.
Using (4.7) along with the estimates on weight functions (4.3) and (4.4), we have

s−1
"

Q
φ−1|L1w|2dxdt ≤ Cs−1

"
Q
φ−1

(
|esαLu|2 + |L2w|2 + |L3w|2

)
dxdt, (4.11)

where

s−1
"

Q
φ−1|L2w|2dxdt ≤ C

(
s9
"

Q
φ9|w|2dxdt + s5

"
Q
φ5|wxx|

2dxdt

+s
"

Q
φ|wxxxx|

2dxdt
)
,

and

s−1
"

Q
φ−1|L3w|2dxdt ≤ s9

"
Q
φ9|w|2dxdt + s7

"
Q
φ7|wx|

2dxdt

+s5
"

Q
φ5|wxx|

2dxdt + s3
"

Q
φ3|wxxx|

2dxdt,

for any s ≥ s2 = CT (T + T 3/4). Now, we go back to the original variable using the transformation
w(x, t) = esαu(x, t) as follows:

s−1
"

Q
φ−1e2sα|L1u|2dxdt

≤ C
(
s−1
"

Q
φ−1e2sα|Lu|2dxdt + s9

"
Q
φ9e2sα|u|2dxdt + s7

"
Q
φ7e2sα|ux|

2dxdt

+s5
"

Q
φ5e2sα|uxx|

2dxdt + s3
"

Q
φ3e2sα|uxxx|

2dxdt + s
"

Q
φe2sα|uxxxx|

2dxdt
)
, (4.12)

for any s ≥ s2. Using (4.9) and putting together (4.10) and (4.12), we obtain

M(u) ≤ C
("

Q
e2sα|g|2dxdt + s9

"
Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

)
, (4.13)

for any s ≥ s∗0 := max{s1, s2,CT 2}. This concludes the proof. �

5. Stability results

In this section, we establish a stability result for the Kawahara equation (1.1) which will be proved
using the ideas of [4, 11]. To prove the stability result of this paper, we need to deduce a Carleman
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estimate for the variant of the operatorL in Proposition 4.1. Here we use the data at some time θ = T/2.
Moreover, we write for simplicity, p(x, θ) := p(θ), q(x, θ) := q(θ), r(x, θ) := r(θ) and u(x, θ) := u(θ) .

Proof of Theorem 2.1: First we take a differentiation of the Eq (2.1) with respect to time. The function,
v(x, t) := ut(x, t) satisfies the following equation

vt + vxxx − vxxxxx + pvx + qv = G(x, t), (x, t) ∈ Q,

v(x, 0) = f (x)r(x, 0), x ∈ Ω,

v(0, t) = v(1, t) = vx(0, t) = vx(1, t) = vxx(1, t) = 0, t ∈ (0,T ),

(5.1)

where G(x, t) = f rt− ptux−qtu. Then we apply the Carleman estimate derived in Theorem 4.1 for (5.1)
to obtain

M(v)

≤ C
("

Q
e2sα|G(x, t)|2dxdt + s9

"
Qω

φ9e2sα|v|2dxdt + s
"

Qω

φe2sα|vxxxx|
2dxdt

)
, (5.2)

for all v ∈ J and for any s ≥ s∗0, whereM(·) is defined in (4.6).
To estimate the first term on the right side of (5.2), note that by Theorem 3.2,

y, ỹ, yt, ỹt ∈ L∞(0,T ; H2(Ω)) and the Sobolev embedding L∞(0,T ; H2(Ω)) ↪→ L∞(0,T ; W1,∞(Ω)) we
obtain the regularity results that y ∈ W1,∞(0,T ; W1,∞(Ω)) and ỹ ∈ W1,∞(0,T ; W1,∞(Ω)). It shows that
‖rt‖L∞(0,T ;L∞(Ω)), ‖pt‖L∞(0,T ;L∞(Ω)) and ‖qt‖L∞(0,T ;L∞(Ω)) are bounded by constants depending on Ω, T , M
and y0, which lead to G ∈ L2(0,T, L2(Ω)). Thus we have"

Q
e2sα|G(x, t)|2dxdt (5.3)

≤ 3
(
‖rt‖

2
L∞(Q)

"
Q

e2sα| f |2dxdt + ‖qt‖
2
L∞(Q)

"
Q

e2sα|u|2dxdt + ‖pt‖
2
L∞(Q)

"
Q

e2sα|ux|
2dxdt

)
.

We substitute (5.3) in (5.2) to obtain

M(v) ≤ C
("

Q
e2sα| f |2dxdt + s9

"
Q
φ9e2sα|u|2dxdt + s7

"
Q
φ7e2sα|ux|

2dxdt

+s9
"

Qω

φ9e2sα|v|2dxdt + s
"

Qω

φe2sα|vxxxx|
2dxdt

)
, (5.4)

for any sufficiently large s ≥ s̃0 = max{CT 2, s∗0}.

Here, we use Theorem 4.1 for the terms s9
"

Q
φ9e−2sα|u|2dxdt and s7

"
Q
φ7e−2sα|ux|

2dxdt which

occur on the right side of (5.4) to get

M(v) ≤ C
("

Q
e2sα| f |2dxdt + s9

"
Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

+s9
"

Qω

φ9e2sα|v|2dxdt + s
"

Qω

φe2sα|vxxxx|
2dxdt

)
, (5.5)
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where we have used ‖r‖L∞(0,T ;L∞(Ω)) ≤ C and for any s ≥ s̃0.
Next we acquire an estimate for the solution v of the transformed equation (5.1) at t = θ by

introducing an integral with θ and the operator L1w as follows:

I =

∫ θ

0

∫
Ω

(L1w)wdxdt

=

"
Qθ

(wt − wxxxxx − 10s2α2
xwxxx − 30s2αxαxxwxx − 5s4α4

xwx − 6s4α3
xαxxw)wdxdt

=
1
2

∫
Ω

|w(x, θ)|2dx +N , (5.6)

where Qθ := Ω × (0, θ). Here L1w is the operator that would arise if we derive Carleman estimate for
Lv = vt − vxxxxx as we have computed in (4.7) and

N :=
"

Qθ

(
−wwxxxxx − 10s2α2

xwwxxx − 30s2αxαxxwwxx − 5s4α4
xwwx − 6s4α3

xαxxw2
)

dxdt

= −

"
Qθ

wxxwxxxdxdt − 10s2
"

Qθ

αxαxxwwxxdxdt − 10s2
"

Qθ

αxαxx|wx|
2dxdt

+4s4
"

Qθ

α3
xαxx|w|2dxdt. (5.7)

Using (4.3) and (4.4), we obtain

N ≤ C
(
s4
"

Qθ

φ4|w|2dxdt + s2
"

Qθ

φ2|wx|
2dxdt + s2

"
Qθ

φ2|wxx|
2dxdt

+

"
Qθ

|wxxx|
2dxdt

)
, (5.8)

for any s ≥ CT 2.
Next, taking L1w = L1(esαv) = esαL̂1v into account, we apply Hölder’s inequality followed by

Cauchy-Schwarz inequality to yield the following

|I| =
∣∣∣∣"

Qθ

e2sα(L̂1v)vdxdt
∣∣∣∣

≤ C(Ω)T 6s−3
[
s−3
"

Q
φ−3e2sα|L̂1v|2dxdt + s9

"
Q
φ9e2sα|v|2dxdt

]
, (5.9)

where a simple computation yields

L̂1v = L1v +
(
sαt − 16s5α5

x − 70s4α3
xαxx − 20s3α2

xαxxx − 45s3αxα
2
xx

−10s2αxxαxxx − 5s2αxαxxxx − sαxxxxx

)
v −

(
35s4α4

x + 120s3α2
xαxx

+20s2αxαxxx + 15s2α2
xx + 5sαxxxx

)
vx −

(
20s3α3

x + 30s2αxαxxx

+10sαxxx) vxx − 10
(
s2α2

x + sαxx

)
vxxx − 5sαxvxxxx.
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We also have

s−3
"

Q
φ−3e2sα|L̂1v|2dxdt

≤ C
(
s−3T 4

"
Q
φ−1e2sα|L1v|2dxdt + s9

"
Q
φ9e2sα|v|2dxdt + s7

"
Q
φ7e2sα|vx|

2dxdt

+s5
"

Q
φ5e2sα|vxx|

2dxdt + s3
"

Q
φ3e2sα|vxxx|

2 + s
"

Q
φe2sα|vxxxx|

2dxdt
)
,

for any s ≥ s̃1 = CT (T + T 3/4).
Now we are ready to obtain the stability estimate for the unknown coefficient a(x) using the relation

w(x, t) = esαv(x, t), (5.6), (5.8) and (5.9) as follows∫
Ω

|v(x, θ)|2e2sα(x,θ)dx = 2I − 2N

≤ C(Ω)T 6s−3
[
s−3T 4

"
Q
φ−1e2sα|L1v|2dxdt + s9

"
Q
φ9e2sα|v|2dxdt + s7

"
Q
φ7e2sα|vx|

2dxdt

+s5
"

Q
φ5e2sα|vxx|

2dxdt + s3
"

Q
φ3e2sα|vxxx|

2dxdt + s
"

Q
φe2sα|vxxxx|

2dxdt
]
,

for any s ≥ CT 2. From (5.5), we have∫
Ω

|v(x, θ)|2e2sα(x,θ)dx

≤ C(Ω)T 6s−3
("

Q
e2sα| f |2dxdt + s9

"
Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

+s9
"

Qω

φ9e2sα|v|2dxdt + s
"

Qω

φe2sα|vxxxx|
2dxdt

)
, (5.10)

for any s ≥ CT 2. From (2.1), we get that

f (x)r(θ) = v(θ) + uxxx(θ) − uxxxxx(θ) + p(θ)ux(θ) + q(θ)u(θ),

and from (5.10), we have∫
Ω

| f (x)r(θ)|2e2sα(θ)dx (5.11)

≤ C(Ω, y0)T 6s−3
("

Q
e2sα| f |2dxdt + s9

"
Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt

+s9
"

Qω

φ9e2sα|v|2dxdt + s
"

Qω

φe2sα|vxxxx|
2dxdt

)
+C

(∫
Ω

e2sα(θ)(|uxxxxx(θ)|2 + |uxxx(θ)|2 + |ux(θ)|2 + |u(θ)|2)dx
)
,
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where we have used ‖p‖L∞(0,T ;L∞(Ω)) ≤ C and ‖q‖L∞(0,T ;L∞(Ω)) ≤ C. By assumption, inf
x∈Ω
|r(x, θ)| ≥ b > 0

and Carleman weight function satisfies the inequality e2sα ≤ e2sα(θ) for all (x, t) ∈ Q, we obtain∫
Ω

| f (x)|2
(
b2 −

CT 7

s3

)
e2sα(θ)dx

≤ C
(
s9
"

Qω

φ9e2sα|u|2dxdt + s
"

Qω

φe2sα|uxxxx|
2dxdt + s9

"
Qω

φ9e2sα|v|2dxdt

+s
"

Qω

φe2sα|vxxxx|
2dxdt +

∫
Ω

e2sα(θ)
(
|uxxxxx(θ)|2 + |uxxx(θ)|2 + |ux(θ)|2 + |u(θ)|2

)
dx

)
,

for any s ≥ s̃2 = max{s̃0, s̃1}. For the choice of s large enough such that s ≥ s̃3 = max
{
s̃2,

CT
7
3

b
2
3

}
and

using the fact that inf
x∈Ω

e2s̃3α(θ) ≥ b0 > 0, ∀x ∈ Ω̄ and e2s̃3αφk ≤ C < ∞, for any k ∈ R, we have

‖ f ‖2L2(Ω) ≤ C
(
‖u‖2H1(0,T ;L2(ω)) + ‖uxxxx‖

2
H1(0,T ;L2(ω)) + ‖u(θ)‖2H5(Ω)

)
, (5.12)

where C is depending on Ω,T,M, b, b0 and y0. This completes the proof of the stability result.
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I. H. Poincaré - AN., 26 (2009), 2181–2209.

9. P. Gao, A new global Carleman estimate for the one-dimensional Kuramoto-Sivashinsky equation
and applications to exact controllability to the trajectories and an inverse problem, Nonlinear
Anal., 117 (2015), 133–147.

10. P. Gao, Global Carleman Estimate for the Kawahara equation and its applications, Commun.
Pure Appl. Anal., 17 (2018), 1853–1874.

11. O. Yu. Imanuvilov, M. Yamamoto, Lipschitz stability in inverse problems by the Carleman
estimates, Inverse Probl., 14 (1998), 1229–1245.

12. T. Kawahara, Oscillatory solitary waves in dispersive media, J. Phys. Soc. Japan, 33 (1972), 260–
264.

13. P. G. Meléndez, Lipschitz stability in an inverse problem for the mian coefficient of a Kuramoto-
Sivashinsky type equation, J. Math. Anal. Appl., 408 (2013), 275–290.

14. M. Renardy, B. Rogers, An Introduction to Partial Differential Equations, Springer-Verlag, New
York Inc, 2004.

15. C. F. Vasconcellos, P. N. Da Silva, Stabilization of the Kawahara Equation with localized damping,
ESAIM: COCV, 17 (2011), 102–116.

16. M. Yamamoto, Carleman estimates for parabolic equations and applications, Inverse Probl., 25
(2009), 123013.

c© 2020 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

AIMS Mathematics Volume 5, Issue 5, 4529–4545.

http://creativecommons.org/licenses/by/4.0

	Introduction
	Main results
	Existence, uniqueness and regularity of solutions
	Carleman estimate
	Internal Carleman estimate

	Stability results 

