AIMS Mathematics, 5(2): 1127-1146.
AIMS Mathematics DOI:10.3934/math.2020078
% , Received: 03 November 2019
o Accepted: 29 December 2019
http://www.aimspress.com/journal/Math Published: 14 January 2020

Research article

Lyapunov-type inequalities for Hadamard type fractional boundary value
problems

Jaganmohan Jonnalagadda '-*and Basua Debananda >

Department of Mathematics, Birla Institute of Technology and Science Pilani, Hyderabad-500078,
Telangana, India

* Correspondence: Email: j.jaganmohan@hotmail.com.

Abstract: In this paper, we present few Lyapunov-type inequalities for Hadamard fractional boundary
value problems associated with different sets of boundary conditions. Further, we discuss two
applications of the established results.

Keywords: Hadamard fractional derivative; boundary value problem; Green’s function; Lyapunov-
type inequality; eigenvalue; lower bound; disconjugacy; disfocality
Mathematics Subject Classification: Primary: 34A08, 34A40; Secondary: 26D10, 33E12, 34C10

1. Introduction

In the last few decades, fractional differential equations have gained more importance due to its
applications in various sciences such as physics, mechanics, chemistry, engineering, etc. For a detailed
introduction on this topic, we refer the monographs of Podlubny [23], Miller & Ross [16], Kibas
et al. [12] and the references therein. Many mathematicians and scientists have contributed to the
development of the theory of fractional differential equations. In this process, several types of fractional
derivatives were introduced including the Hadamard fractional derivative, which is the focus of this
article.

There has been a rigorous development in the theory and applications of fractional boundary value
problems. However, most of the results are concerned with the Riemann-Liouville or the Caputo
fractional derivatives. Recently, much attention has been paid to the study of two-point boundary value
problems for fractional differential equations involving Hadamard fractional derivatives. In [2], Ahmad
and Ntouyas studied a coupled system of Hadamard fractional differential equations together with
integral boundary conditions. Also, they developed Hadamard fractional integro-differential boundary
value problems in [3]. Wang et al. [26] investigated a non-local Hadamard fractional boundary value
problem with Hadamard integral and discrete boundary condition on half line. Recently, Mao et al.
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[19] and Ardjouni [1] established sufficient conditions on positive solutions for Hadamard fractional
boundary value problems. More recently, Wang et al. [27, 28] analysed the stability properties of
nonlinear Hadamard fractional differential system.

On the other hand, Lyapunov [14] proved a necessary condition for the existence of a nontrivial
solution of Hill’s equation associated with Dirichlet boundary conditions.

Theorem 1.1. [14] If the boundary value problem

Y'(®) +q@)y®) =0, a<t<b, (D
y(a) = y(b) = 0, '
has a nontrivial solution, where q : [a,b] — R is a continuous function, then
b 4
f lg(s)lds > Py (1.2)
a -a

The Lyapunov inequality (1.2) has several applications in various problems related to differential
equations. Due to its importance, it has been generalized in many forms. Many researchers have
derived Lyapunov-type inequalities for various classes of fractional boundary value problems in the
recent years. For the first time, in 2013, Ferreira [8] generalized Theorem 1.1 to the case where
the classical second-order derivative in (1.1) is replaced by the a™-order (I < @ < 2) Riemann—
Liouville fractional derivative. Further, in 2014, Ferreira [9] developed a Lyapunov-type inequality
for the Caputo fractional derivative. In 2018, Ntouyas et al. [21] presented a survey of results on
Lyapunov-type inequalities for fractional differential equations associated with a variety of boundary
conditions. For more details on Lyapunov-type inequalities and their applications, we refer [4, 6, 10,
11,22,24,25,29,30] and the references therein.

In particular, Ma et al. [17] developed a Lyapunov-type inequality for the Hadamard fractional
boundary value problem in 2017.

Theorem 1.2. If the Hadamard fractional boundary value problem

Doyt —gt)y(t) =0, 1<t<e, 1<a<2, (13)
y(1) = y(e) = 0, '
has a non-trivial solution, where q : [1,e] — R is a continuous function, then
f lg(s)lds > T(a)(1 — )2t (1.4)
1

20-1-(2a-22+1
Here 1 = “;—““

withl <a <2.

and "D denotes the o'"-order Hadamard fractional differential operator

Recently, Dhar [7] and Laadjal et al. [15] generalized the Lyapunov-type inequality in Theorem 1.2
by replacing the interval [1, e] with [a, b].
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Theorem 1.3. If the Hadamard fractional boundary value problem

{HD“y(t) +qy() =0, O<a<t<b, l<a<2, s

ya) = y(b) =0,
has a non-trivial solution and y(t) # 0 on (a, b), where q : [a,b] — R is a continuous function, then
b a-1
4T (a
f q.(s)ds > —(a_)l (1.6)
a (log 2)
Here g.(t) = max{q(?), 0}.

Theorem 1.4. If the Hadamard fractional boundary value problem

HDyy() + gt)y(t) =0, 1<a<t<b, l<a<2, (1.7)
y(a) = y(b) =0, '
has a non-trivial solution, where q : [a,b] — R is a continuous function, then
b log % log {_% e
f lg(s)lds > T(@)é) | ————| - (1.8)
a log 2

where

& =exp (% l[(Za —2) + log ba] - \/(2a - 2)2 + log® ZU

Motivated by the works in [7, 15,17], in this article, we establish a few Lyapunov-type inequalities
for Hadamard fractional boundary value problems associated with a variety of boundary conditions.

2. Preliminaries

Throughout, we shall use the following notations, definitions and some lemmas from the theory of
fractional calculus in the sense of Hadamard. These results can be found in the monographs [6, 12].
Denote the set of all real numbers and complex numbers by R and C, respectively.

Definition 2.1. [12] Let @ > 0 and a € R. The a"-order Hadamard fractional integral of a function
y : [a,b] — R is defined by

(") 1) = ﬁ fat (log é)a_ly(s)d—ss, a<t<b, @.1)

provided the right-hand side exists. Here I'(.) denotes the Euler’s Gamma function.

Definition 2.2. [12] The a™-order Hadamard fractional derivative of a function y : [a,b] — R is
defined by

e B 1 d\" ! tyre-l s
("D (5 = r(n_a)(td—t) fa(log E) W9, a<i<b, 2.2)

where n = [a] + 1.
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Definition 2.3. [12] C[a, b] be the space of all continuous functions y : [a, b] — R with the norm
Ivllc = max ()l
Definition 2.4. [12] Let0 <y < 1,y : (a,b] — R and define
£\
Yyaoa(®) = (l0g =) 50, 1 € la,b1.

C,.0gla, b] be the weighted space of functions y such that y, ;.. € Cla, b], and

£\
Yl = max [(10g =) (0.

tela,b]

Lemma2.1. [12]Ifa>0,8>0and0 <a < b < oo, then

(H[“(l()g é)ﬁ_l) (x) = LB (log g)ﬁm—l,

I'G+a)
s o= o

Lemma 2.2. [6] Leta>0,n=[a]+1,and 0 <a < b < co. Assume y € C(a,b). The equality
("D (1) =0

is valid if, and only if,

a-2

t a—1 t r\@—"n
W) = Cl(log —) ; Cz(log —) S Cn(log —) ,
a a a

where Cy, Cy, - - -, C, are arbitrary constants.
Lemma 2.3. [6]Leta>0,n=[a]l+1,and0 < a < b < oco. Assume y € C(a,b). Then,
("D (1)) () = y (0.

and

« a _ c AN
("1 ("Dy)) 0 =30 + ) Clog )

i=1
where Cy, Cy, - - -, C, are arbitrary constants.
3. Main results

In this section, we obtain Lyapunov-type inequalities for Hadamard fractional boundary value
problems associated with mixed, Sturm-Liouville, Robin and general boundary conditions, using the

properties of the corresponding Green’s functions.
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Theorem 3.1. Let 1 < a <2andh : [a,b] — R. The fractional boundary value problem

Dy (1) + h(f) =0, a<t<b,
I I7y)(a) — m(* D¢ 'y)(a) = 0, 3.1
ny(b) + p(" D~'y)(b) = 0,

has the unique solution
b
) = f G(t, $)h(s)ds, (3.2)

where G(t, s) is given by
Gi(t,s), a<s<t<b,

G(t,s) = { (3.3)

Gy(t,s), a<t<s<b,

i (log 1!
G](I, S) = Gg(l', S) — T@’ (34)
and I(log £)*™' + m(a — 1)(log £)*~2][ n(log 2)*~!
_ [og )7 + m(a — og £)*=* | [n(log 2)*~
Go(t,5) = l A l l (@) p] 3.5

Herel, p > 0;, m, n > 0 and

a-2

a—1
A=1In (log —) +mn(a—1) (log —) + IpI'(a) > 0.
a a

Proof. Applying #I% (the a™-order Hadamard fractional integral operator) on both sides of (3.1) and
using Lemma 2.2, we have

a-2

r\! t
¥0 = (IO + Ciflog )+ Coflog 1), (3.6)
a a
for some C, C, € R. Applying 1>~ on both sides of (3.6) and using Lemmas 2.1, we get
t
()0 = ~("ER® + (@) (log -] + Gl - 1. (3.7)
a

Applying D! (the (a — 1)"-order Hadamard fractional differential operator) on both sides of (3.6)
and using Lemmas 2.1, we obtain

D37 = ="Lh)(®) + CiT (). (3.8)
From the first boundary condition, we have
-mCi(a—1)+1C, =0. (3.9

The second boundary condition yields

a-2
+ nCz(log g) = n("I°h)(b) + p(" 1. h)(b). (3.10)

b a-1
Ci ln(log 5) + pl'(@)
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Solving (3.9) and (3.10) for C; and C,, we have

1 b (n(log 2)*~! ds
Ci = Zf; (W +P)h(5)?,

~1 (log 2y~ d
o [ s

Substituting C; and C; in (3.6), it follows that

l(log 1™ * (n(log )™ d
¥ = == f (” (;g:z(;) +p)h<s>§

m(a — 1)(log £)*2  * (n(log 2)*~!
’ A f( ey

and

p) h(s)ﬁ
h)

B 1
I'(@)

b
:f G(t, s)h(s)ds.

! a—1
(log 5) n(s) 2
; a s

The proof is complete. O

Corollary 1. Let 1 < a <2andh : [a,b] — R. The fractional boundary value problem

D) (&) + h(H) =0, a<t<b, 311
@) =0, ny(b) + p("Dg~'y)(b) = 0 '
has the unique solution
b
y(t) = f G(t, s)h(s)ds, (3.12)
where G(t, s) is given by
_ Gi(t,s), a<s<t<b,
G(t,s) =1 _ (3.13)
Gy(t,s), a<t<s<b,
i ) (log é)(t—l
Gi(t,5) = Gy(t,s) — ————, 3.14
15) = Golt5) = s (3.14)
and
(log 1)0_1 n(log 2)-!
Ga(t, s) = = —— +p]. 3.15
2(1,5) " ( @) p) (3.15)
Heren >0, p>0and A = n(log g)a_l + pl'(e@) > 0.
Proof. The proof is similar to Theorem 3.1. O

We define H(t, s) = sG(t, s) and H(t, s) = sG(t, s). Now, we prove that these Green’s functions are
positive and obtain upper bounds for both the Green’s functions and their integrals.
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Theorem 3.2. The Green’s function H(t, s) for (3.1) satisfies H(t, s) > 0 for (¢, s) € (a, b] X (a, b].

Proof. Clearly, fora <t < s < b,

I(log £)*~" + m(a - D(log £)**| [n(log )"
A H I(a)

H(t,s):[ +p}>0.

Now, suppose a < s < t < b. Consider

(log ™! + m(a - 1)(log £)**] [ n(log )*"!
[t
(log £)°"!
T T

- AI{?&) {(k’g 2)1 (log 2)1 ) (log S)l g é)l}
+ % {(log 2)0_2 (log %)a_l - (log g)“‘z (log é)(l_]}

Ip £\ ! Y mpla-1) £\*2
o)} 2D
+A{(Oga Ogs }+ A Oga

[Xl + X, + X5+ X4]

T Al(a)
Clearly, AI'(@) > 0. Consider

o) o))

=(logt —loga)(logb —log s) — (logb — loga)(log ¢t — log s)
=(log s —loga)(logb —logt) > 0,

implying that
t a—1 b a—1 b a—1 ¢ a—1
X =In {(log —) (log —) - (log —) (log —) } > 0.
a s a s
Since
a<s<t<bh,
we have ) 1
1\*2 b\"" b\"" 1!
(log —) > (log —) , (log —) > (log —)
a a s s
and
r\e-1 r\e-1
(log —) > (log —) ,
a s
implying that

X, =mn(a—1) {(log 2)“—2 (log %)a_l ) (log S)a—z (log é)a—l}

(3.16)

(3.17)
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b a-2 b a—1 ¢ a—1
> mn(a - 1) (log —) (log —) - (log —) >0, (3.18)
a S S
and
t a—1 t a—1
Xs = IpT(@) [(log 5) - (1og E) ] > 0. (3.19)
Clearly,
t a-2
X, = mp(a - D) (log —) > 0. (3.20)
a
Using (3.17) - (3.20) in (3.16), we have H(t, s) > 0. The proof is complete. O

Corollary 2. The Green’s function H(t, s) for (3.11) satisfies H(t, s) > 0 for (t, s) € [a, b] X [a, b].
Proof. The proof is similar to Theorem 3.2. m|

Theorem 3.3. For the Green’s function H(t, s) defined in (3.3),

max H(t,s) = H(t,t), t€(a,b],
s€(a,b]

and
l(log 5) +m(a—1)
A

n (log g)a_l
I'()

+pl, tela,b].

(log 2)2_a H(t,1) < {

Proof. For the first part, we show that for any fixed ¢ € (a, b], H(¢, s) increases with respect to s from a
to ¢, and then decreases with respect s from ¢ to b. Let a < t < s < b. Consider

gH(t, 5) = l—n(af -1) (log %)wj ll(log 2)@—1 +m(a — 1) (log ﬁ)az} "

0s

sI(a@) A

implying that H(t, s) is a decreasing function of s. Now, suppose a < s < ¢ < b. Consider

-n(a — 1) (log lg’)az] {l (log L—tl)a_l +m(a—1) (log L—‘l)az]

s

P
g5 1(8) = l T (@) A

(-1) (log §)072
sI'(@)

(e - 1) et b\ b\ rye?
= TAT(@) {—(log Z) (log E) +(1°g Z) (log E) }

mn(a — 1)? o2 b\? h\? r\e2
T TAT@) {_ (log Z) (log E) " (log 5) (log E) }
Ip(a—1) r\e2
T (log E)
3 (a-1)
- AT()

[X5 + Xg +X7]. (321)
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Clearly, @D 5 (. Since a < s < t < b, we have

Al'(@)
1\v2 b
(log —) > (log —)
S S

a-2

b a—1 l' a—1
and (log —) > (log —) ,
a

implying that

> In (log E)H [— (1og f)a_l ; (log é)a_ll > 0. (3.22)

o) o))

=(logt —loga)(logb —log s) — (logb — log a)(log ¢ — log s)

Since

=(log s —loga)(logb —logt) > 0,

we have that

a— a=2 a=2 a—
Xo = mn(a — 1) {_ (log é) i (log é) ; (log g) (log é) 2} > 0. (3.23)

Clearly,
t a-2
X, = IpT'(@) (log ;) > 0. (3.24)

Using (3.22) - (3.24) in (3.21), we have %H (t, s) > 0, implying that H(z, s) is an increasing function of
s. Then, it follows that

max H(t,s) = H(t,t), t€(a,b].
s€(a,b]

To prove the second part, for 7 € [a, b], consider

£\2-a —l(log é) +mla—1]]n (log ?)a_]
1 —) H(t,t) =
( og) HED A @ 7
—l(log s) +m(a—1)] [ 1 (log g)a_]
< " @ +pl.
The proof is complete. O
Corollary 3. For the Green’s function H(t, s) defined in (3.13),
max H(t,s) = H(t,t), te€]a,b],
and B B
) (log S) n (log ’5’)
H(t,1) < = +pl|, tela,b]
(t,0) yi @) P la, b]
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Proof. The first part of the proof is similar to the proof of Theorem 3.3. To prove the second part, for
t € |a, b], consider

) 7(log ;’l)a_l e (log ’;’)a_l
H(t, 1) = yi @) +p
- b a—l: - b a-1
_ (1og£) n(lc;g 2) ol
(@)
The proof is complete. O

We are now able to formulate Lyapunov-type inequalities for the fractional boundary value
problems (3.1) and (3.11).

Theorem 3.4. If the following fractional boundary value problem
HD*y)(1) + p(y(1) =0, 0<a<t<b,
I I*y)(a) — m(* D*'y)(a) = 0, (3.25)
ny(b) + p(* D 'y)(b) = 0,

has a nontrivial solution, then

. o Al'(@)
tog ) Ip(s)ld | o
J e o= el w1

Proof. Let B = C,10gla, b] be the Banach space of functions y endowed with norm

t\”
e, = max|(log =) y6o).

It follows from Theorem 3.1 that a solution to (3.25) satisfies the equation

b b
W) = f H(t, s)p(s)y(s)ds = f sG(1, $)p(s)y(s)ds.

Hence,

b
\2-«a
Iyl = max |(log =) f SG(t, )p(s)y(s)ds|

b \2-«a
< max [f '(log 5) sG(t, s)'lp(s)lly(s)lds]

tela,b]

b t 2—-a Sya-2
< e, [max [ [(10g 2] e 9 (10g ) lptonds

b]

tela,b]

t 2—a b S\a=2
< e, [max | (102 2 .9 [ (108.2) Iptoas

or, equivalently,

| < U (log 2)2_0 H(, r)” f ’ (10g 2)“_2| p(s)ds.

An application of Theorem 3.3 yields the result. O
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Corollary 4. If the following fractional boundary value problem

Hna —
{( Dey)(®) + q)y(t) =0, a<t<b, (3.27)

y(a) =0, ny(b) + p(* DI'y)(b) = 0,

has a nontrivial solution, then

b AT (@)
(s)|d . (3.28)
fa |q ’ | T [n (log Ié)za—z + p(log Z)a_] F(a/)]

Proof. Let B = C|a, b] be the Banach space of functions y endowed with norm
Ml = max [y(2)l

It follows from Corollary 1 that a solution to (3.27) satisfies the equation

b b
1) = f H(t, )q(s)y(s)ds = f sH(t, 5)q(s)y(s)ds.

Hence,
b _ b B
Iyl = max | f A, $)q(s)y(s)ds| < max [ f A, s)|q(s>||y<s)|ds]
tela,b] a t€la,b] a
b
< |yl [max f A, s)|q<s>|ds]
t€la,b]l J,

b
ggéH(t,t)]L |q(s)|ds,

< Iyl

or, equivalently,

b
1< [max H(t, t)]f |q(s)|ds.

tela,b]

An application of Corollary 3 yields the result. O

Take [ = p = 0 in Theorem 3.4. Then, we obtain the following Lyapunov-type inequality for the
left-focal fractional boundary value problem.

Corollary 5. If the following fractional boundary value problem

HDoy)(@) + q(H)y(f) = 0, t<b,
(H ai)() q(0)y(1) a<t< (3.29)
"Dy "y)a) =0, y(b) =0,
has a nontrivial solution, then
b -2
s\¢ I'(@)
o —) ds > . 3.30
fa (tog2) " facs)ds TogD (3.30)
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Take n = 0 in Corollary 4. Then, we obtain the following Lyapunov-type inequality for the right-
focal fractional boundary value problem.

Corollary 6. If the following fractional boundary value problem

{(HDZyxm +qy) =0, a<t<b, 3:31)
y(@) =0, ("D3~'y)(b) = 0,
has a nontrivial solution, then .
f lg(s)|ds > F(—O‘)l (3.32)
a (log g)

Take / = m = n = p = 1 in Theorem 3.4. Then, we obtain the following Lyapunov-type inequality
for the fractional boundary value problem with Robin boundary conditions.

Corollary 7. If the following fractional boundary value problem
("DGy)(0) + q(t)y(t) =0, a<t<b,
("I y)(@) = ("Dg'y)(a) = 0, (3.33)
y(b) + ("Dg~'y)(b) = 0,

has a nontrivial solution, then

[ e s> @) (log )™ + (@~ D (log )™ + @)
2 olds |
a a 1 [(log g)“—l +]"(a/)] [logg +a- 1]

Take [ > 0 and p = 0 in Theorem 3.4. Then, we obtain the following Lyapunov-type inequality for
the fractional boundary value problem with Sturm-Liouville boundary conditions.

(3.34)

Corollary 8. If the following fractional boundary value problem

IDSy)(®) + q()y(t) =0, a<t<b, (3.35)
1" y)(a) — m(* DS "y)(a) = 0, y(b) =0, '
has a nontrivial solution, then ,
a-2 r
f (1og2) " fatolds > @ (3.36)
a a log 2

a

4. Anti-periodic boundary condition
In this section, we obtain a Lyapunov-type inequality for an anti-periodic fractional boundary value
problem using the properties of the corresponding Green’s function.
Theorem 4.1. Let 1 <a <2andh :[1,T] — R. The fractional boundary value problem
ADpayy@)y +h(t) =0, 1<t<T,

Py () + (TPy)(T) = 0, (4.1)
("D 1y)(1) + ("D 'y)(T) = 0,

AIMS Mathematics Volume 5, Issue 2, 1127-1146.



1139

has the unique solution

T
V() = f G(t, )h(s)ds, 1 <t <T,
1

where .
(logn)®™! | (logn®2(ogT—-2logs)  (log£)*~
~ - <s<t<
G(t,s) = {(I%F()a)] + gt 42s(rl(a—T1)21 ) sT(@) l<s<t<T,
’ Ogl‘”_ Ogla_ og T—-2log s
2sT(a) 4sT(a—1) ) 1<t<s<T.

Proof. Applying #I on both sides of (4.1) and using Lemma 2.2, we have

!
d
¥(0) = Cillog ™" + C(log "2 - f (log —log ) h(s)=,
1 S

for some C;, C, € R. Applying 71>~ on both sides of (4.4) and using Lemma (2.1), we get

(le—ay) (1) = _f h(s)d—: + Cil'(@)(log 1) + Col'(a — 1).
1

Applying # D! on both sides of (4.4) and using Lemma (2.1), we obtain

("D y) (0 = - f h(s)@ + CiT(a).
1 S

From the first boundary condition, we get

T
CiT(@)(log T) + 2C,T(a - 1) = f (log Z) n(s) 2.
1 h) S

The second boundary condition yields

T
f h(s)d—ss =2CI'(@).
1

Solving (4.7) and (4.8) for C; and C,, we have
" 2[(a) f s )_

C, = I - 1)f (logT —2log s)h(s)—

Substituting C; and C; in (3.6), we obtain the unique solution of (4.1) as

a-1 a2
y(r) = 40D h( yas , dogy™

2r( Yy U s Al(a —1)
) f (logt — log 5)*~ lh(s)—

~ f (log 1)*~! , (ogn)™ 2(log T - 2logs) (log {)*!
B 2sT(a) 4sT(a — 1) sT(a@)

1

and

f (logT —2log s)h(s)—

l h(s)ds

4.2)

4.3)

4.4)

4.5)

(4.6)

4.7)

4.8)
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TTognH®"  (logt)*2(log T — 21
f (log )™  (og#)™“(log 0g s) h(s)ds
/ 2sT(a) 4sT'(a@— 1)
T
:f G(t, $)h(s)ds.
1
The proof is complete. O

Let us define H(z, s) = s(log1)>*G(t, s) Now, we obtain an upper bound for the Green’s function
H(t, s).

Theorem 4.2. For the Green’s function H(t, s) defined in (4.3), we observe that

- B-a)logT
Ht )< —————, V@,s5)€e[l, T]x[1,T].
|H (2, 9)| e (t,5) € [1,TI1X[1,T]
Proof. Consider
. logt (logT-2logs) (log £)>~*(log t-log 5)*~! 1<s<t<T
H(t,s) = {%‘;f;) (o1 2 o) o Lo (4.9)
(@) -1 1<t<s<T.
Denote by
it s) = logt . (logT —2logs) (log#)**(logt —log s)*”!
2[(a) AT (@ - 1) T(a)
and 1 (log T — 21log )
~ ogt ogT —2logs
Hy(t,s) = + .
28 = e T @ -
For afixedr € [1,7T],
d - — D(ogt -1 *2(log 1>~ 2
_H](t’s):(a )(og? —log s)*“(logt)™"
ds sI'(a@) 4sT'(a@—1)

_ —(logt —log s)>™* + (log)*™* .
~ 2sT(a - D(log? —log s)>@ ~—

for all s € [1,¢]. So, H,(t, s) is an increasing function of s. Thus,

max |I—71(t, s)| = max “I—Tl(t, 1)|, |P71(t, t)”.

se[1,t]

We observe that H,(z, 7) is an increasing function of s, since

d - 2 -
_Hl(t9t): <

0
dt 2 (@)

Therefore, we have
max H,(t,1) = max“l—?l(l, 1)

sell,T]
logT (B -a)logT
= max ,
AT - 1) 4’ ()

AT, 7))
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_ G -a)logT
Y

Now, consider

2tI'(@)

implying that H,(¢, 1) is a decreasing function of 7. So, we have

d -
—Ht 1) = <0,
7 1@, 1)

max |I—71(t, 1)| = maX“H](l, 1)|’

te[1,T]
1 T 3-a)l T
ax{ og ( ) 0og }

H(T, 1|

AM(@—-1)" 4l(a)

_B-a)logT
4T
Therefore,
~ _B-a)logT
o max Hi(t, )| = —T@ (4.10)
For a fixed s € [1,T],
d -
—H,(t,5) = 0,
a2 = r
implying that H,(t, s) is an increasing function of ¢. So,
max |H(t, s)| = max {|H(1, 9)|, [ (s, 5)]}.
te[1,s]
Since |I-72(s, s)| = |I-71(s, s)| for s € [1,T], we only consider H,(1, s). Since
d . -1
—H(1,5) = — <0,
a5 2D =5 0T
Hy(1,s)is a decreasing function of s. Thus, we have
max |Ha(1, )| = max{|{Hy(1, 1), |Hx(1, T)|}
|
_ max ogT ’ logT
I (a@-1) 4I'(la-1)
_logT
AT - 1)
Hence, we have
~ _GB-a)logT
opmax |Ha (2, 5)| = (@) (4.11)
The final result follows from (4.10) and (4.11). O

We are now able to formulate a Lyapunov-type inequality for the Hadamard type fractional
boundary value problem with anti-periodic boundary condition.

AIMS Mathematics Volume 5, Issue 2, 1127-1146.



1142

Theorem 4.3. If the following fractional boundary value problem

(D) )+ oy =0, 1<1<T.
("P7y)(0) + ("Py)(T) =0, (4.12)
("D 1y)(0) + ("D y)(T) = 0,

has a nontrivial solution, then

4I'(@)

GoloaT (4.13)

T
f (log $)*|p(s)lds >
1
Proof. Let B = C,10g[1, T'] be the Banach space of functions y endowed with norm
— Y
Ilc, ., = max |log 7y(0)].

It follows from Theorem 4.1 that a solution to (4.12) satisfies the equation

T T
Y1) = fl A(t, )p(s)y(s)ds = f (log 1" sG(t, $)p(s)y(s)ds.
1

Hence,
T ~
Dl = max [Gog 0 [5Gt p(s1ds
rel1,T} |

T
< max [ f |(log 1> sG(z, s>||p<s>||y<s>|ds}
1

te[1,T]

T
< VMo [Eﬁaz’% fl |(log 175G, 5)|(log $)*2Ip(s) ds]

T
< ”y”Cz_aJog [tlg[lla%(] |(10g I)Z—(lsé(l., S)|] ‘f; (log s)"_zlp(s)|ds,

or, equivalently,

T
1< [max |I:I(t, s)|]f (log $)*%|p(s)lds.
1

te[1,T]

An application of Theorem 4.2 yields the result. m|
5. Applications

In this section, we discuss two applications of the results established in previous sections. First, we
estimate lower bounds on the smallest eigenvalues of the eigenvalue problems corresponding to (3.25),
(3.27) and (3.25).

Theorem 5.1. Assume y is a nontrivial solution of the Hadamard fractional eigenvalue problem

#D2y)(®) + p()y(t) =0, a<rt<b,
I*I7y)(a) — m(* D¢ 'y)(a) = 0,
ny(b) + p("D'y)(b) = 0,
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where y(t) # 0 for each t € (a,b). Then,
(—1)“AF(a)[F(a —1)-T(@-1,-log g>]“

|4 > — .
aln(log2)" " + pI(@)][i(log ) + m(a - 1)]

Corollary 9. Assume y is a nontrivial solution of the Hadamard fractional eigenvalue problem

(@) =0, ny(b) + p(" Dg~'y)(b) = 0,

where y(t) # 0 for each t € (a,b). Then,

{(”Dzyxn +pty() =0, a<t<b,

AT ()

|/l| > @ a—-1 :
(log ’5’) [n (log 2—’) + pF(a)]

Theorem 5.2. Assume y is a nontrivial solution of the Hadamard fractional eigenvalue problem

EDYW@O + () =0, 1<t<T,
(= y)(0) + (TP~ y)(T) = 0, (5.1
("D*1y)(0) + ("D 'y)(T) = 0,

where y(t) # 0 for each t € (1,T). Then,

A'(@)(a-1)

|| > .
[T@-1)-T(@-1,-1logT)]logT(3 — )

Proof. From (4.13), we obtain

! 4TI (@)
1 2 Ads > ————,
fl(OgS) |Ald s G-a)logT
or, equivalently,
> 4I'()
[T(@-1)-T(@-1,-1logT)]logT(3 - a)
This proves the result (5.2). The proof is complete. O

Now we will discuss the disconjugacy and disfocality for Hadamard fractional boundary value
problems (1.5), (3.29) and (3.31).

Definition 5.1. The Hadamard fractional boundary value problem (1.5) is disconjugate on [a, b] if and
only if each nontrivial solution has less than [a] + 1 zeros on [a, b].

Definition 5.2. The Hadamard fractional boundary value problem (3.29) is left disfocal on [a, b] if and
only if each nontrivial solution has less than [a] zeros on [a, b].

Definition 5.3. The Hadamard fractional boundary value problem (3.31) is right disfocal on [a, b] if
and only if each nontrivial solution has less than [«@] zeros on [a, b].
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Using these definitions, we introduce non-existence criteria for non-trivial solutions as follows:

Theorem 5.3. The Hadamard fractional boundary value problem (1.5) is disconjugate if

a—1
f lg(s)|ds < F(a/)(4) (5.2)

ogt)”

Theorem 5.4. Assume that the assumptions of Theorem 5.3 are satisfied. Then, the Hadamard
fractional boundary value problem (1.5) has no non-trivial solution on [a, b].

Theorem 5.5. The Hadamard fractional boundary value problem (3.29) is left disfocal if
b -2
s\* I'(a)
f (tog2) " Jatolds < =% (5.3)
a a log =

Theorem 5.6. Assume that the assumptions of Theorem 5.5 are satisfied. Then, the Hadamard
fractional boundary value problem (3.29) has no non-trivial solution on |[a, b].

Theorem 5.7. The Hadamard fractional boundary value problem (3.31) is right disfocal if

b

I'(2)

f lg(s)|ds < ———. (5.4)
a log g)

Theorem 5.8. Assume that the assumptions of Theorem 5.7 are satisfied. Then, the Hadamard

fractional boundary value problem (3.31) has no non-trivia l solution on |a, b].

6. Conclusions

In this article, we considered Hadamard fractional boundary value problems associated with two
different types of boundary conditions-general and anti-periodic, and established Lyapunov-type
inequalities for the same. In this process, we derived a few important properties of the corresponding
Green’s functions. In the later part of the article, we illustrated the applicability of established results
through two applications. As the first application, we obtained lower bounds on the smallest
eigenvalues for the corresponding Hadamard fractional eigenvalue problems. For the second
application, we introduced the concepts of disconjugacy and disfocality and using which we obtained
non-existence criteria for non-trivial solutions of Hadamard fractional boundary value problems.
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