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Abstract: In recent years, one of the most prevalent matters in population ecology has been the study 
of predator-prey relationships. In this context, this paper investigated the dynamic behavior of a 
delayed predator-prey model considering square root type functional response and stage structure for 
predators. First, we obtained positivity and boundedness of the solutions and existence of equilibrium 
points. Second, by applying the stability theory of delay differential equations and the Hopf bifurcation 
theorem, we discussed the system’s local stability and the existence of a Hopf bifurcation at the positive 
equilibrium point. Moreover, the properties of the Hopf bifurcation were deduced by using the central 
manifold theorem and normal form method. Analytical results showed that when the time delay was 
less than the critical value, the two populations will coexist, otherwise the ecological balance will be 
disrupted. Finally, some numerical simulations were also included to verify the theoretical results. 

Keywords: predator-prey model; square root functional response; stage structure; Hopf bifurcation; 
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1. Introduction  

There are various biological species in nature, in which many interactions exist. Since the 
pioneering progress of the work of Lotka [1] and Volterra [2] in the 1920s on the interaction between 
predators and prey, the dynamics of predator-prey models have been widely studied by scholars [3–6].  

The functional responses are the functions of the density of prey due to the predation rate. In the 
famous Lokta-Volterra model, the number of prey captured by predators per unit of time increases with 
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the increase of the prey quantity, without considering the impact of digestion saturation on the system, 
which has some shortcomings. In 1965, Holling [7] developed three types of functional responses 
based on different species. The Holling-type functional responses can reflect the phenomenon of 
predator density gradually saturating as the number of prey increases, which sparked extensive 
research [8–10]. With further research, scholars have put forward some functional responses that are 
more in line with reality [11–14]. When exploring the herd behavior between populations, Ajraldi et 
al. [15] found that cattle herds gather together for defensive purposes. Usually, weaker individuals 
occupy the interior of the herd, while stronger individuals are outside. Due to the discovery that the 
number of cattle is directly proportional to the square root of density, they considered that using the 
square root of the prey density to simulate the functional response of prey exhibiting this herd behavior 
was appropriate. Braza [16] considered a predator-prey model with square root functional response, in 
which prey exhibit strong herd structure. Salman et al. [17] presented a discrete predator-prey model 
with square root functional response and studied the stability and bifurcation of the system. Suleman 
et al. [18] structured a slow-fast predator-prey model with herd behavior, where the presence and 
stability of fixed points were investigated. He and Li [19] introduced the square root response function 
into a Leslie-Gower predator-prey model and discussed the impact of square root functional response 
on the dynamic behaviors of the system. Furthermore, researchers also studied other systems with 
square root response functions [20–25]. 

In [22], Mortuja et al. proposed a predator-prey model with nonlinear prey harvesting and square 
root functional response: 
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where  X t  and  Y t  represent the densities of the prey and predator population at the time t . r  
denotes the growth rate of the prey and p  is the environmental carrying capacity.   represents the 
search efficiency of the predator for prey and   represents the natural mortality rate of the predator 
in the absence of prey. ht  is the average processing time of the predator for the prey, and m  is the 
consumption rate. In the nonlinear harvesting section, q  is the capture capability coefficient, and E  
is the harvest effort. 1m  and 2m  are appropriate constants. They explored the stability of the system 
and discussed Hopf bifurcation and saddle-node bifurcation. 

According to the characteristics and growth laws of organisms, young biological individuals 
cannot compete and reproduce for a long time. Therefore, it is more practical to divide the population 
into different stage structures. The predator-prey models with stage structure have been paid much 
attention by scholars. The predators or prey are divided into immature and mature stages in these 
models. Dai et al. [26] considered a Holling type-III predator-prey model with stage structure for prey 
and researched the asymptotic stability of the positive equilibrium point. Meng et al. [27] obtained 
global Hopf bifurcation in a predator-prey model with a stage structure for prey. A predator-prey model 
with a time delay and stage structure for predators was analyzed by Zhou [28]. He found that the 
combination of the time delay and stage structure can affect the dynamic behavior of the system. Zhao 
and Zeng [29] dealt with a predator-prey model with stage structure for predator and ratio-dependent 
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functional response. They extended the existence of stationary distribution and obtained sufficient 
conditions for the extinction of predator populations.  

In addition, interactions between populations inevitably cause time delays. For example, the 
reproductive cycle of a population, the time it takes for predators to absorb and convert their prey into 
their energy, and so on, are phenomena that exist in a time delay. From a dynamic perspective, 
differential equations with a time delay typically exhibit more complex dynamic behavior than 
ordinary differential equations. Introducing a time delay into predator-prey models has practical 
significance. Zhang et al. [30] came up with a predator-prey model with a discrete time delay, and the 
results showed that predators would become extinct with increasing the time delay. Yang and Jin [31] 
proposed and analyzed a diffusive model with a time delay. They studied the stability of the system 
and Hopf bifurcation. Some scholars have also studied predator-prey models with time delays [32–36]. 

Based on the above discussions and inspiration from the work of Mortuja et al. [22], in this paper, 
we consider introducing a stage structure into the system (1.1) and dividing the predator into two stages: 
an immature predator and a mature predator, and the prey is only preyed upon by mature predators. In 
addition, the time delay of the predator is also considered. The predator-prey model with stage structure 
and a time delay is as follows: 
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 (1.2) 

where  X t   represents the population density of the prey, and  1Y t   and  2Y t   denote the 

population density of immature and mature predators, respectively. D  is the rate at which immature 

predators become mature predators.    and d   respectively express the natural mortality rates of 

immature and mature predators.    is taken as a gestation delay of the mature predator. The other 

parameters r , p ,  , ht , m , q , E , 1m , and 2m  represent the same meaning as in system (1.1). 
For convenience, we have scaled the variables and the parameters of the system (1.2). The 

variables are scaled as 
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and the other parameters are made dimensionless as follows: 
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In addition, to avoid heavy notation, we still use t ,  , D  to represent t ,  , D . Through 

the above transformation, the dimensionless form of the system (1.2) is as follows: 
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 (1.3) 

with initial conditions 

   1 0x     ,    1 2 0y     ,    2 3 0y     ,  ,0   , 

 1 0 0  ,  2 0 0  ,  3 0 0  ,          3
1 2 3 0, , ,0 , R         , 

where   3
0 1 2 3, , : 0, 1, 2,3iR x x x x i    . 

According to the above definition, all parameters here are positive. 
The rest of this article is organized as follows: In Section 2, we discuss positivity, boundedness, 

the stability of the equilibrium points, and the existence of Hopf bifurcation. Section 3 is devoted to 
the nature of Hopf bifurcation. In Section 4, some numerical simulations are conducted to verify our 
analytical results. The article ends with a simple summary. 

2. Local stability and Hopf bifurcation analysis 

In this section, we will study the positivity and boundedness of the solution, the local stability of 
the equilibria of the system (1.3), and prove the existence of Hopf bifurcation. 

2.1. Positivity and boundedness of the solution 

2.1.1. Positivity of the solution 

Considering the biological background, positivity means the survival of the population, so it is 
necessary to prove the positivity of the solution. The system (1.3) can be rewritten into the following 
matrix form: 
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1 2, ,

T
X x t y t y t R  , and  J X  can be written as: 
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  are continuous on 3R  , then 3 3:J R R    is locally Lipschitz. 

Through the standard theory of the ordinary differential equation system, the unique solution of the 
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Integrating both sides of the above equation from 0  to t , we obtain 
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Similarly, it can be concluded that   0x t  ,  2 0y t  . Therefore, for any 0t  , the solution 

        1 2= , ,X t x t y t y t   satisfying the initial condition          3
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remains nonnegative in the region 3R . 

Next, we show that all solutions of system (1.3) under the initial condition are bounded.  

2.1.2. Boundedness of the solution 

Boundedness is indicated as a result of limited resources. We know that all solutions of system 
(1.3) with the initial condition are positive. From the first equation of system (1.3), we obtain 
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. By comparing  x t  and  s t , it is obtained that    x t s t  for 

all 0t  . Then, all solutions of system (1.3) satisfy  0 1x t   for 0t  . 

Next, we define that        1 2y t y t
V t x t

b b
    . The derivative of  V t  along the solution 

of system (1.3) is 
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2.2. Existence of equilibrium points 

The system (1.3) has nonnegative equilibrium points.  

(i) System (1.3) always has a trivial equilibrium point  0 0,0,0E . 
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(iii) The unique positive equilibrium point  *
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2.3. Stability of equilibrium points 

In this part, we mainly discuss the stability of the trivial equilibrium point 0E  and the positive 
equilibrium point *E . 

2.3.1. Trivial equilibrium point  0 0,0,0E  

Theorem 2.1. If (H4) h s   holds, the equilibrium point  0 0,0,0E   is unstable. The 

equilibrium point  0 0,0,0E  is locally asymptotically stable, when (H3) h s  is satisfied. 
Proof. The characteristic equation at the equilibrium point 0E  is 
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s
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root, and therefore, 0E  is unstable. If condition (H3) h s  holds, 3  is a negative real root. All 

eigenvalues are negative, which leads to 0E  being locally asymptotically stable. The proof is complete. 
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still use  x t ,  1y t ,  2y t  to represent  x t ,  1y t ,  2y t . We get 

 

               

                     

               

11 13 2 1 2
2

1 22 1 21 23 2 2 1 2
2

2 32 1 33 2 3 1 2
2

,

,

,

ik i k

i k

jmn j m n

j m n

jk j k

j k

x t a x t a y t f x t y t

y t a y t b x t b y t f y t x t y t

y t a y t a y t f y t y t

   
 

  

 

  

       

  













 (2.2) 

where the coefficients and functions of the system (2.2) are listed in Appendix A. 
Then, the system (1.3) is linearized to 
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     
       
     

11 13 2

1 22 1 21 23 2

2 32 1 33 2

,

,

.

x t a x t a y t

y t a y t b x t b y t

y t a y t a y t

 

 

    

 






 (2.3) 

Therefore, the characteristic equation of system (2.3) is written as 

  3 2
12 11 10 11 10 0l l l e h h         , (2.4) 

where 

10 11 22 33l a a a  , 11 11 33 11 22 22 33l a a a a a a   ,  12 11 22 33l a a a    , 10 32 23h a b  , 

11 11 32 23 13 32 21h a a b a a b  . 

Next, we will discuss two different situations. 
When 0  , Eq (2.4) becomes 

 3 2
12 21 20 0l l l      , (2.5) 

where 20 10 11l l h  , 21 11 10l l h  .  

Therefore, by the Routh-Hurwitz discriminant method, we obtain that all of the roots of Eq (2.5) 

have the negative real part, if (H8) 12 0l  , 20 0l  , 12 21 20 0l l l   holds. This means that the positive 

equilibrium point *E  is locally asymptotically stable. 

When 0  , let  0i    be a pure imaginary root of Eq (2.4). By separating the real and 

imaginary parts, it can be obtained that 

 
3

10 11 11

2
10 11 12 10

cos sin ,

sin cos .

h h l

h h l l

    

   

  

  
 (2.6) 

By squaring and adding, we have 

 6 4 2
12 11 10 0e e e      , (2.7) 

where 

2 2
10 10 11e l h  , 2 2

11 11 10 12 102e l l l h   , 2
12 12 112e l l  . 

Let 2  , and Eq (2.7) can be written as 

 3 2
12 11 10 0e e e      . (2.8) 

Let 
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   3 2
12 11 10g e e e       . (2.9) 

We can get   100g e  ,  lim g





   , and the derivative of Eq (2.9) is   23g    

12 112e e  . 

Therefore, the roots of Eq (2.8) can be studied by using the method of reference [37], along with 
the following lemma. 

Lemma 2.1. For Eq (2.8), 

(i) if (H9) 10 0e  , 2
12 113 0e e     holds, then Eq (2.8) does not have positive roots. 

(ii) if (H10) 10 0e  , 2
12 113 0e e    , 11 0

3

e   
  ,   0g    or (H11) 10 0e    holds, 

then Eq (2.8) has positive roots. 
Therefore, we suppose that Eq (2.8) has positive roots. Without loss of generality, we assume that 

it has three positive roots, denoted by 1  , 2   and 3  , respectively. Then Eq (2.7) also has three 

positive roots, defined as k k  , 1, 2,3k  . Furthermore, the critical value corresponding to the 

time delay  j
k  can be expressed as 

    4 2
10 12 11 11 10 10 11

2 2 2
10 11

1 2
arccosj k k

k
k k k

h l h l h l h j

h h

  
  

        
, (2.10) 

1, 2,3k  ; 0,1, 2,j   . 

Let      i        be the root of Eq (2.4) and   0j
k   , thus k  is a pair of purely 

imaginary roots of Eq (2.4) with  = j
k  . We define   

1,2,3; 0,1,2,
min j

k
k j

 
 

 


 and k   . 

Lemma 2.2. If (H12)  2 0g     holds, then 
 Re

0
i

d

d
 






 
  

. 

Proof. Taking the derivative of Eq (2.4) on both sides with respect to  , we obtain 

    

1 2
1012 11

3 2
11 1012 11 10

3 2 hl ld

d h hl l l

  
      

            
. (2.11) 

Further calculation reveals that 
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   

1 2
1012 11

3 2
11 1012 11 10

3 2
Re Re Re

i ii

hl ld

d h hl l l    

 
     



 

                      
 

 
   

4 2 2 2 2
12 11 11 10 12 10

2 2 2 2 23 2
10 1111 12 10

3 2 4 2l l l l l h

h hl l l

 

  

    
 

     
. 

According to Eq (2.6), it can be calculated that 

    2 23 2 2 2 2
11 12 10 11 10l l l h h           . (2.12) 

Since 
 Re

i

d

d
 






 
  

 and 
1

Re
i

d

d
 








   
     

 have the same symbol, then 

 

 

 
   

 
   

1

22 2
12 11

2 23 2
11 12 10

2

2 23 2
11 12 10

Re
Re

3 2

= .

i i

d d
sign sign

d d

e e
sign

l l l

g
sign

l l l

   

 
 

 

  



  



 

               

  


    

 

    

 (2.13) 

So, if (H12)  2 0g     is met, 
 Re

0
i

d

d
 






 
  

 can be obtained. 

The proof of the transversality condition is complete. 
In summary, the following conclusions can be drawn. 
Theorem 2.2. For system (1.3), suppose (H6), (H7), and (H8) hold, then the following results 

satisfy: 
(i) If (H9) holds, the positive equilibrium point *E  is locally asymptotically stable when 0   . 

(ii) If (H10) or (H11) and (H12) are satisfied, the positive equilibrium point *E   is locally 

asymptotically stable when  0,    and unstable when    . In addition, when    , a Hopf 

bifurcation occurs at the positive equilibrium point *E . 

3. Property analysis of Hopf bifurcation 

In this section, we will apply the central manifold theorem and the normal form method in [38] 

to analyze the properties of Hopf bifurcation at the positive equilibrium point *E . 

Let =     , R   , t s  ,    x s x s    ,    1 1y s y s    , and    2 2y s y s    , where 

x x   , 1 1y y   , 2 2y y   , and t s  . Then the system (1.3) can be described as the following 
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functional differential equation in   31,0 ,C C R   

      ,t tu t L u F u    , (3.1) 

where         1 2, ,
T

u t x t y t y t C   ,           1 2, ,
T

tu u t x t y t y t C            , and 
3:L C R  , 3:F R C R   are written as 

          0 1L E L               , (3.2) 

and 

      1 2 3, , ,
T

F F F F     , (3.3) 

where the specific form of  L   and  ,F    are given in Appendix B. 

Therefore, according to the Riesz representation theorem, there exists a bounded variation 

function  ,    of 3 3  where  1,0   , such that  

    
0

1
,L d     


  , for C  . (3.4) 

We can choose 

          , 1E L                  , (3.5) 

where  
0, 0,

1, 0.


 




  
 

For   31,0 ,C R   , we define  

  
 

   
0

1

, 1 0,

, , 0,

d

dA

d

 


 
     




  

 
 

 (3.6) 

and 

    
0, 1 0,

, , 0.
R

F




  
  

  
 (3.7) 

Then, Eq (3.1) can be rewritten in the form of the following operator equation 

    t t tu A u R u    . (3.8) 
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For     *31,0 ,C R   , where  *3R   is a three-dimensional row vector space, define the 

adjoint operator *A  of  0A   

  
   

   

*

0

1

, 0,1 ,

,0 , 0.T

d s
s

dsA s

d t t s




 




 

 
  

 (3.9) 

For   31,0 ,C R    and     *31,0 ,C R  , we define bilinear inner product maps  

              
0

1 0
, 0 0s s d d




           

 
    , (3.10) 

where    ,0    ,  0A A , and *A   are adjoint operators.  

According to the analysis in the previous section, there is a pair of pure imaginary roots i    

for  0A   and *A  . We assume that    1 21, ,
T iq q q e        is the eigenvector of the feature root 

 0A  corresponding to i   , and    * * *
1 21, , i sq s q q e      is the eigenvector of the feature root 

*A  corresponding to i   . After some calculations, it can be concluded that 

 2
11 33 11 33

1
13 32

a a i a a
q

a a

     
 , 11

2
13

i a
q

a


 , 

* 11
1

21
i

i a
q

b e  


 

 
  , 

 2
11 22 11 22*

2
32 21

i

a a i a a
q

a b e  

 
 

    
 . 

Thus, combined with Eq (3.10), there is 

 

            

    

 

0* * * *
1 2 1 2 1 0

0* * * *
1 1 2 2 1 2 1 21

* * *
1 1 2 2 21 2 23 1

, 1, , 1, ,

1 1, , 1, ,

1 .

T

Ti

i

q s q q q q q q d q d

q q q q q q e d q q

q q q q b q b q e





  

 

      

  



 

 



 

   

       
       

 

  (3.11) 

Hence, it is obtained that 

 
 * * *

1 1 2 2 21 2 23 1

1

1 iq q q q b q b q e     
   

, (3.12) 

so that    * , 1q s q   ,    * , 0q s q   . 

Next, adopting the approach in [38] and the calculation process similar to [37], we obtain the 
coefficients that can be applied to determine the nature of the Hopf bifurcation. 
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The details of the derivations of coefficients 20g , 11g , 02g  and 21g  are given in Appendix C. 

Then, the following formulas can be calculated to obtain:  

 

 

  
  
  
     

2
2 02 21

1 20 11 11

1
2

2 1

1 2
2

0 2 ,
2 3 2

Re 0
,

Re

2Re 0 ,

Im 0 Im
.

g gi
c g g g

c

c

c
T

 


 



  
 

 
    
    

 
 



 
 

 

 (3.13) 

Through the above analysis, the following conclusions can be drawn. 
Theorem 3.1. For system (1.3), 

(i) the sign of 2  can determine the direction of the Hopf bifurcation, if  2 20 0   , then 

the Hopf bifurcation is supercritical (subcritical). 

(ii) the sign of 2   can determine the stability of the bifurcation periodic solutions, if  

 2 20 0   , then the bifurcation periodic solutions are stable (unstable). 

(iii) the sign of 2T   determines the periodic change of the bifurcating periodic solutions, if  

 2 20 0T T  , it represents an increase (decrease) in the period of the bifurcating periodic solutions. 

4. Numerical simulations 

In this section, we use MATLAB software to perform some numerical simulations to demonstrate 
the results of the analysis in the above sections. 

In the system (1.3), we select a set of parameters 0.4a  , 0.4b  , 0.2h  , 0.4s  , 1 = 0.1d , 

2 0.1d  , and = 0.1D . We found the trivial equilibrium point  0 0,0,0E  is always unstable. 

When the conditions (H6) and (H7) hold, system (1.3) has a unique positive equilibrium 

 * 0.3906,0.2784,0.2784E  . For = 0  , (H8) is also met under this set of parameters. Then the 

positive equilibrium *E  is locally asymptotically stable, which is presented in Figure 1.  

For 0  , we have 0.0710  and 8.9781   , and the transversality condition is satisfied. 

According to Theorem 2.2, when = 5.75 <   , the positive equilibrium *E   is locally asymptotically 

stable, and two populations will be stable eventually, which is shown in Figure 2. For 9.73    , 
*E   becomes unstable. Thus, the Hopf bifurcation occurs when 8.9781    and a family of periodic 

solutions bifurcate from the positive equilibrium *E  . From Figure 3, it can be seen that the two 

populations are unstable. It can further prove the instability of the system caused by a time delay, 

inducing species to fluctuate. 

Furthermore, after the calculation of Eq (3.13), we can gain  1 0 43.2389 125.4193ic     , 

2 = 86.4778  , 4
2 7.6070 10   , and 2 = 428.9949T . From Theorem 3.1, it can be obtained that 
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the Hopf bifurcation is supercritical, the bifurcating periodic solutions are stable, and its period 

increases. From a biological perspective, the stable bifurcating periodic solutions indicate the 

coexistence of prey and predator in an oscillatory mode. 

 

Figure 1. Numerical simulation shows that *E  is locally asymptotically stable when 0  . 

 

Figure 2. Numerical simulation shows that *E   is locally asymptotically stable when 
5.75 8.9781     . 
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Figure 3. Numerical simulation shows that a Hopf bifurcation occurs when 
9.73 8.9781     . 

5. Conclusions 

A delayed predator-prey model with square root functional response and stage structure was 

studied in this paper inspired by the work of Mortuja et al. [22], where predators were divided into two 

stages: immature predators and mature predators, and    represented the gestation delay of the mature 

predator in prey and predator interaction. 

First, we analyzed the positivity and boundedness of the solution, and studied the existence of 

three types of different equilibrium points, as well as the relevant stability conditions for the trivial 

equilibrium and positive equilibrium of the system (1.3). We found that the equilibrium 0E   was 

always unstable, and if (H8) 12 0l   , 20 0l   , 12 21 20 0l l l    were satisfied, then the positive 

equilibrium *E   was locally asymptotically stable when 0   (see Figure 1). On this basis, the 

sufficient conditions for the Hopf bifurcation of the system (1.3) at the positive equilibrium point *E  

when 0   were also studied, and the critical value of the time delay was calculated. When the time 

delay was less than the critical value    , the positive equilibrium *E   was locally asymptotically 

stable (see Figure 2). When the time delay increased and passed the critical value   , the stability of 

positive equilibrium *E  switched from locally asymptotically stable to unstable and generated a Hopf 

bifurcation, as well as a family of periodic solutions bifurcated from the positive equilibrium *E  (see 

Figure 3). The research results indicate that the time delay   plays an important role in the system (1.3) 

which can affect the stability of this system and the existence of the Hopf bifurcation. In addition, by 

using the central manifold theorem and normal form theory, explicit formulas were deduced to 

determine the direction of the Hopf bifurcation and the properties of the periodic solutions. In the end, 
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numerical simulations validated our theoretical analysis. Mortuja et al. [22] observed that the harvesting 

rate can influence population coexistence and ecological balance. Compared with reference [22], we 

introduced time delay and stage structure into the system and have shown that gestation delay is a very 

important factor to understand the dynamics of the system. The stable bifurcating periodic solutions 

mean that the prey, immature predator, and mature predator can oscillate periodically to survive 

together. This is valuable from the view of ecology. 
This paper investigated a predator-prey model with a stage structure for predators. What kind of 

dynamic behavior would occur if the prey had a stage structure or if both populations had a stage 
structure? We will leave this for future research. 

Use of AI tools declaration  

The authors declare they have not used artificial intelligence (AI) tools in the creation of this article. 

Acknowledgments 

The authors would like to thank the editors and referees for their careful reading of the manuscript 
and valuable suggestions. This work was supported by the National Natural Science Foundation of 
China (Grant Nos. 12102148 and 12372012). 

Conflict of interest 

The authors declare that there are no conflicts of interest. 

References 

1. Lotka, Elements of Physical Biology, Williams and Wilkins Company, Baltimore, 1925. 
2. V. Volterra, Fluctuations in the abundance of a species considered mathematically, Nature, 119 

(1927), 12–13. https://doi.org/10.1038/119012a0 
3. Y. Y. Huang, F. Y. Li, J. P. Shi, Stability of synchronized steady state solution of diffusive Lotka-

Volterra predator-prey model, Appl. Math. Lett., 105 (2020). 
https://doi.org/10.1016/j.aml.2020.106331 

4. B. Ghanbari, S. Djilali, Mathematical and numerical analysis of a three-species predator-prey 
model with herd behavior and time fractional-order derivative, Math. Meth. Appl. Sci., 43 (2020), 
1736–1752. https://doi.org/10.1002/mma.5999 

5. Y. Z. Liu, Y. P. Yang, Dynamics and bifurcation analysis of a delay non-smooth Filippov Leslie-
Gower prey-predator model, Nonlinear Dyn., 111 (2023), 18541–18557. 
https://doi.org/10.1007/s11071-023-08789-w 

6. M. L. Deng, Y. B. Fan, Invariant measure of a stochastic hybrid predator-prey model with infected 
prey, Appl. Math. Lett., 124 (2022). https://doi.org/10.1016/j.aml.2021.107670 

7. C. S. Holling, Some characteristics of simple types of predation and parasitism, Can. Entomol., 
91 (1959), 385–395. https://doi.org/10.4039/Ent91385-7 



3292 

Electronic Research Archive  Volume 32, Issue 5, 3275-3298. 

8. H. A. A. El-Saka, S. Lee, B. Jang, Dynamic analysis of fractional-order predator-prey biological 
economic system with Holling type II functional response, Nonlinear Dyn., 96 (2019), 407–416. 
https://doi.org/10.1007/s11071-019-04796-y 

9. C. L. Qin, J. J. Du, Y. X. Hui, Dynamical behavior of a stochastic predator-prey model with 
Holling-type III functional response and infectious predator, AIMS Math., 7 (2022), 7403–7418. 
https://doi.org/10.3934/math.2022413 

10. S. M. Li, X. Wang, X. Li, K. Wu, Relaxation oscillations for Leslie-type predator-prey model 
with Holling Type I response functional function, Appl. Math. Lett., 120 (2021). 
https://doi.org/10.1016/j.aml.2021.107328 

11. M. J. Ruan, C. Li, X. Y. Li, Codimension two 1: 1 strong resonance bifurcation in a discrete 
predator-prey model with Holling IV functional response, AIMS Math., 7 (2021), 3150–3168. 
https://doi.org/10.3934/math.2022174 

12. J. R. Beddington, Mutual interference between parasites or predators and its effect on searching 
efficiency, J. Anim. Ecol., (1975), 331–340. https://doi.org/10.2307/3866 

13. D. DeAngelis, R. A. Goldstein, R. V. O'Neill, A model for tropic interaction, Ecology, 56 (1975) 
881–892. https://doi.org/10.2037/1936298 

14. P. H. Crowley, E. K. Martin, Functional responses and interference within and between year 
classes of a dragonfly population, J. N. Am. Benthol. Soc., 8 (1989), 211–221. 
https://doi.org/10.2307/1467324 

15. V. Ajraldi, M. Pittavino, E. Venturino, Modeling herd behavior in population systems, Nonlinear 
Anal. Real World Appl., 12 (2011), 2319–2338. https://doi.org/10.1016/j.nonrwa.2011.02.002 

16. P. A Braza, Predator-prey dynamics with square root functional responses, Nonlinear Anal. Real 
World Appl., 13 (2012), 1837–1843. https://doi.org/10.1016/j.nonrwa.2011.12.014 

17. S. M. Salman, A. M. Yousef, A. A. Elsadany, Stability, bifurcation analysis and chaos control of 
a discrete predator-prey system with square root functional response, Chaos Solit. Fractals, 93 
(2016), 20–31. https://doi.org/10.1016/j.chaos.2016.09.020 

18. A. Suleman, R. Ahmed, F. S. Alshammari, N. A Shah, Dynamic complexity of a slow-fast 
predator-prey model with herd behavior, AIMS Math., 8 (2023), 24446–24472. 
https://doi.org/10.3934/math.20231247 

19. M. X. He, Z. Li, Global dynamics of a Leslie-Gower predator-prey model with square root 
response function, Appl. Math. Lett., 140 (2023). https://doi.org/10.1016/j.aml.2022.108561 

20. M. Lin, Y. Chai, X. Yang, Y. Wang, Spatiotemporal patterns induced by Hopf bifurcations in a 
homogeneous diffusive predator-prey system, Math. Probl. Eng., 2019 (2019). 
https://doi.org/10.1155/2019/3907453 

21. P. Chakraborty, U. Ghosh, S. Sarkar, Stability and bifurcation analysis of a discrete prey-predator 
model with square root functional response and optimal harvesting, J. Biol. Syst., 28 (2020), 91–
110. https://doi.org/10.1142/S0218339020500047 

22. M. G. Mortuja, M. K. Chaube, S. Kumar, Dynamic analysis of a predator-prey system with 
nonlinear prey harvesting and square root functional response, Chaos Solit. Fractals, 148 (2021). 
https://doi.org/10.1016/j.chaos.2021.111071 

23. J. G. Tan, W. J. Wang, J. F. Feng, Transient dynamics analysis of a predator-prey system with 
square root functional responses and random perturbation, Mathematics, 10 (2022) 1–12. 
https://doi.org/10.3390/math10214087 



3293 

Electronic Research Archive  Volume 32, Issue 5, 3275-3298. 

24. X. Y. Meng, F. L Meng, Bifurcation analysis of a special delayed predator-prey model with herd 
behavior and prey harvesting, AIMS Math., 6 (2021), 5695–5719. 
https://doi.org/10.3934/math.2021336 

25. M. S. Rahman, S. Pramanik, E. Venturino, An ecoepidemic model with healthy prey herding and 
infected prey drifting away, Nonlinear Anal.-Model Control, 28 (2023), 326–364. 
https://doi.org/10.15388/namc.2023.28.31549 

26. L. H. Dai, J. J. Wang, Y. G. Ni, B. Xu, Dynamical analysis of a new fractional-order predator-
prey system with Holling type-III functional, Adv. Differ. Equations, 2021 (2021), 1–13. 
https://doi.org/10.1186/s13662-020-03169-9 

27. X. Y. Meng, H. F. Huo, X. B. Zhang, Stability and global Hopf bifurcation in a Leslie-Gower 
predator-prey model with stage structure for prey, J. Appl. Math. Comput., 60 (2019), 1–25. 
https://doi.org/10.1007/s12190-018-1201-0 

28. X. Y. Zhou, Stability and Hopf bifurcation analysis of a stage-structured predator-prey model 
with delay, Axioms, 11 (2022). https://doi.org/10.3390/axioms11100575 

29. X. Zhao, Z. J. Zeng, Stationary distribution and extinction of a stochastic ratio-dependent 
predator-prey system with stage structure for the predator, Physica A, 545 (2020). 
https://doi.org/10.1016/j.physa.2019.123310 

30. X. Zhang, R. X. Shi, R. Z. Yang, Z. Z. Wei, Dynamical behaviors of a delayed prey-predator 
model with Beddington-DeAngelis functional response: stability and periodicity, Int. J. 
Bifurcation Chaos, 30 (2020). https://doi.org/10.1142/S0218127420502442 

31. R. Z. Yang, D. Jin, W. L. Wang, A diffusive predator-prey model with generalist predator and 
time delay, AIMS Math., 7 (2022), 4574–4591. https://doi.org/10.3934/math.2022255 

32. X. W. Zhang, W. F. Huang, J. X. Ma, R. Z. Yang, Hopf bifurcation analysis in a delayed diffusive 
predator-prey system with nonlocal competition and schooling behavior, Electron. Res. Arch., 30 
(2022), 2510–2523. https://doi.org/10.3934/era.2022128 

33. M. Peng, R. Lin, Y. Chen, Z. D. Zhang, M. M. Khater, Qualitative analysis in a Beddington-
DeAngelis type predator-prey model with two time delays, Symmetry-Basel, 14 (2022). 
https://doi.org/10.3390/sym14122535 

34. Q. M. Zhang, D. Q. Jiang, Dynamics of stochastic predator-prey systems with continuous time 
delay, Chaos Solit. Fractals, 152 (2021). https://doi.org/10.1016/j.chaos.2021.111431 

35. C. J. Xu, D. Mu, Y. L. Pan, C. Aouiti, L.Y. Yao, Exploring bifurcation in a fractional-order 
predator-prey system with mixed delays, J. Appl. Math. Comput., 13 (2023), 1119–1136. 
https://doi.org/10.11948/20210313 

36. Y. J. Xiang, Y. Q. Jiao, X. Wang, R. Z. Yang, Dynamics of a delayed diffusive predator-prey 
model with Allee effect and nonlocal competition in prey and hunting cooperation in predator, 
Electron. Res. Arch., 31 (2023), 2120–2138. https://doi.org/10.3934/era.2023109 

37. Y. L. Song, J. J. Wei, Bifurcation analysis for Chen’s system with delayed feedback and its 
application to control of chaos, Chaos Solit. Fractals, 22 (2004), 75–91. 
https://doi.org/10.1016/j.chaos.2003.12.075 

38. B. D. Hassard, N. D. Kazarinoff, Y. H. Wan, Theory and Application of Hopf Bifurcation, 
Cambridge University Press, Cambridge, 1981. 



3294 

Electronic Research Archive  Volume 32, Issue 5, 3275-3298. 

Appendix 

Appendix A. The coefficients and functions of the system (2.2) 

   
2

11 2 21 2
2 1

yhs
a x

x s a x x


   

   
, 13

1

x
a

a x


 


, 

22 1a d D   , 
 

2
21 2

2 1

by
b

a x x




 
, 23

1

b x
b

a x





, 

32a D , 33 2a d  , 

      
 

 
 

2
1 ( ) 1

1

x t y t hx t
f x t x t

x t sa x t
   


, 

   
 

 2
2 1 1 1( )

1

b x t y t
f d y t Dy t

a x t

 



 
  

 
, 

 3 1 2 2 ( )f Dy t d y t  , 

 

     1
1 1 2

2

1
| , ,

! !

i k
ik

i k

f
f x y y

i k x t y t

   
 

, 

 

       2
2 1 2

1 2

1
| , ,

! ! !

j m n
jmn

j m n

f
f x y y

j m n y t x t y x 

    
    

, 

 

     3
3 1 2

1 2

1
| , ,

! !

j k
jk

j k

f
f x y y

j k y t y t

   
 

. 

Appendix B. The specific form of  L   and  ,F    

3:L C R  , 3:F R C R   are written as 

          0 1L E L               , (B1) 

and 

      1 2 3, , ,
T

F F F F     , (B2) 

where 
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Appendix C. The details of the derivations of coefficients 20g , 11g , 02g , and 21g  

We need to calculate the coordinate representation of the center manifold 0C  at the origin. 

We define  
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 (C1) 

on the central manifold 0C , and there is 

         2
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We obtain 
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where  
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with  
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From Eq (C1), we get 
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From the above formula, it can be calculated that 
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By comparing the coefficients of Eqs (C4) and (C5), we get 
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Through further calculation, we obtain the unknown coefficients  20W   and  11W   of 21g   
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where       1 2 3 3
1 1 1 1, ,

T

M M M M R    and       1 2 3 3
2 2 2 2, ,

T

M M M M R    are constant vectors, and 

given 
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with  

1 11 12 2H k k q  ,              1 11 12 2 22P k k q q   ,  

2 2
2 21 22 2

i iH k e k q e         ,    2 21 22 2 22P k k q q   ,  

3 0H  ,                   3 0P  . 
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