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#### Abstract

Opposition-based learning (OBL) is an optimization method widely applied to algorithms. Through analysis, it has been found that different variants of OBL demonstrate varying performance in solving different problems, which makes it crucial for multiple OBL strategies to co-optimize. Therefore, this study proposed a dynamic allocation of OBL in differential evolution for multi-role individuals. Before the population update in DAODE, individuals in the population played multiple roles and were stored in corresponding archives. Subsequently, different roles received respective rewards through a comprehensive ranking mechanism based on OBL, which assigned an OBL strategy to maintain a balance between exploration and exploitation within the population. In addition, a mutation strategy based on multi-role archives was proposed. Individuals for mutation operations were selected from the archives, thereby influencing the population to evolve toward more promising regions. Experimental results were compared between DAODE and state of the art algorithms on the benchmark suite presented at the 2017 IEEE conference on evolutionary computation (CEC2017). Furthermore, statistical tests were conducted to examine the significance differences between DAODE and the state of the art algorithms. The experimental results indicated that the overall performance of DAODE surpasses all state of the art algorithms on more than half of the test functions. Additionally, the results of statistical tests also demonstrated that DAODE consistently ranked first in comprehensive ranking.
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## 1. Introduction

Several real-world optimization problems exist, such as data analytics technology [1], medical diagnosis [2], electric load dispatch [3], truss optimization [4], wind farm layout optimization [5] and so on. Optimization methods primarily include traditional and intelligent optimization methods. Traditional optimization methods typically rely on manually crafted rules and strategies, unable to fully leverage the potential information from large-scale data and complex problems, and perform poorly when dealing with high-dimensional, nonlinear, and dynamic systems. However, intelligent optimization methods such as metaheuristic algorithms (MAs) are widely used in the real world because of their simplicity and applicability compared to traditional optimization methods, especially for various optimization problems with large-scale, multi-objective, and multi-constraint characteristics. So far, researchers have proposed several MAs, which mainly include evolutionary algorithms represented by genetic algorithms (GA) [6] and differential evolution (DE), and swarm intelligence algorithms represented by particle swarm optimization (PSO) [7], ant colony optimization (ACO) [8], artificial bee colony (ABC) [9], and gray wolf optimizer (GWO) [10]. Meanwhile, some intelligent algorithms proposed in recent years have also attracted widespread attention, such as parrot optimizer (PO) [11], rime optimization algorithm (RIME) [12], weighted mean of vectors (INFO) [13], and hunger games search (HGS) [14], among others. Among these algorithms, DE, proposed by Price and Storn in 1995 [15], has received widespread research attention due to its fewer parameters and simple structure, making it easily implementable. The strong optimization capability of DE has also been validated in various real-world applications, such as power system optimization [16], path planning problems [17], and logistics scheduling [18], among others [19].

Since the proposal of DE, researchers have made a series of improvements, such as parameter adaptation, hybrid optimization with various algorithms, and the introduction of optimization strategies. These improvement approaches have further enhanced the performance of DE and gained more attention. It is worth noting that among the optimization strategies, opposition-based learning (OBL) is a powerful technique proposed by Tizhoosh [20] for enhancing algorithm performance. OBL generates opposite solutions in evolutionary algorithms while evaluating both the original and opposite solutions based on the objective function, thereby enhancing the algorithm's ability to escape local optima and converge quickly toward the global optimum solution. Rahnamayan et al. [21] first broadened the search space of DE using OBL. Subsequently, researchers have proposed several variants of OBL to further enhance its optimization capability. However, these methods often become disadvantaged when faced with more complex problems. On the one hand, classical optimization algorithms often grapple with escaping local optima, particularly when confronted with objective functions containing numerous local optima or extreme points. On the other hand, the majority of prior studies commonly utilized a singular OBL strategy for algorithm optimization, rather than exploring multiple OBL strategies (OBLs). However, it has been discovered that different variants of OBL exhibit varying optimization performances. For example, some OBL variants are advantageous for population exploration, while others enhance algorithm exploitation. Therefore, in light of the existing gaps within the co-optimization algorithm for multiple OBL strategies, this paper argues that research on co-optimization algorithms for multiple OBL strategies has become crucial.

Dealing with the coordination of different OBL variants at various stages of the algorithm is crucial in the process of multiple OBL cooperative optimization. Exploration and exploitation are the two
cornerstones of population evolution, and their balance significantly affects the performance of evolutionary algorithms [22]. Exploration is the process of completely accessing new regions in a search space. In the early stages of an algorithm, good exploration capability can provide a good search space for the initial population. However, emphasizing only exploration and neglecting exploitation reduces the convergence speed. Exploitation is the process of accessing a search space near the previously visited points. In the later stages of the algorithm, a good exploitation ability can make the population converge to the optimal solution quickly. Simultaneously, excessive emphasis on exploitation causes the algorithm to become premature and fall into local optimal solutions. Hence, in order to achieve a better balance between exploration and exploitation capabilities of the algorithm while employing multiple OBL cooperative optimization methods, this paper recognizes that the diversity and convergence of the population directly correspond to the exploration and exploitation capabilities [23]. To this end, dynamically allocating an OBL strategy for individuals in the population based on the characteristics and variations of the population at each stage is a promising approach. Assigning an OBL strategy with different characteristics to satisfy the needs of individuals in the population can maximize the algorithm's balance state [24].

In the previous research results of this paper, the effectiveness of OBL has been successfully validated [25]. To further study the collaborative optimization of OBLs, this paper proposes a dynamic allocation of opposition-based learning in differential evolution for multi-role individuals (DAODE), to efficiently exploit the co-optimization effect among multiple OBL strategies. To begin, the population individuals of each generation are divided into multiple roles and stored in corresponding archives. Then, a comprehensive ranking mechanism based on OBL is utilized to assign corresponding rewards to different roles. Specifically, different roles are assigned different OBL strategies to maintain a balance between population exploration and exploitation. Furthermore, this paper believes that the archives of different roles represent the proximity between the roles and the global optimal solution. Therefore, this paper proposes a mutation strategy based on multi-role archives, where individuals in the mutation operation are selected from different archives. This enhances the convergence speed of the algorithm.

The main contributions of this paper are as follows:

1) Introduce a novel individual evaluation metric and assign individuals three roles: elite, commoner, and inferior.
2) Propose a mechanism for dynamically allocating OBL strategies based on the different characteristics of various OBL strategies.
3) To flexibly allocate OBL, define a comprehensive ranking mechanism for multiple OBL strategies.
4) Based on the different roles of individuals, propose a mutation strategy based on multi-role archives.

The remainder of this paper is organized as follows: Section 2 describes the traditional DE framework and OBL strategy, and reviews the application of OBL and its variants in MAs. The details of the proposed DAODE algorithm are presented in Section 3. In Section 4, the experimental results of DAODE are analyzed and discussed. Finally, Section 5 briefly discusses the conclusions and future developments of this study.

## 2. Background

In this section, the traditional DE framework and OBL strategies are described, and we review the application of OBL in MAs and the study of classical OBL variants.

### 2.1. Differential evolution

Due to its simplicity and efficiency, traditional DE has been extensively researched as an optimization algorithm. It first generates an initial population $P^{0}$ randomly and then generates an offspring by mutation, crossover, and selection operations. The details are as follows:

### 2.1.1. Initialization

The $j$ th dimension of the $i$ th vector $x_{i, j}$ in the initial population $P^{0}$, is defined as follows:

$$
\begin{equation*}
x_{i, j}^{0}=l b_{j}+\operatorname{rand}(0,1) \cdot\left(u b_{j}-l b_{j}\right) \tag{2.1}
\end{equation*}
$$

where $i=[1,2, \ldots, N P]$ and $j=[1,2, \ldots, D], N P$ and $D$ denote the size and dimension of the population, respectively; $u b_{j}$ and $l b_{j}$ denote the upper and lower boundaries of the vector, respectively; and $\operatorname{rand}(0,1)$ is a uniformly distributed random number in the range $[0,1]$.

### 2.1.2. Mutation

The mutation operation is the most important part of the DE. In the classical DE mutation strategy ( $D E /$ rand $/ 1$ ), when the population is iteratively updated, $X_{i}^{t}$ generates mutation vector $V_{i}^{t+1}$ of the offspring using the mutation operator. Thus far, there are several types of mutation strategies, and the six most frequently used mutation strategies are as follows:
(1) "DE/rand/1"

$$
\begin{equation*}
V_{i}^{t+1}=X_{r 1}^{t}+F \cdot\left(X_{r 2}^{t}-X_{r 3}^{t}\right) \tag{2.2}
\end{equation*}
$$

(2) "DE/best/1"

$$
\begin{equation*}
V_{i}^{t+1}=X_{\text {best }}^{t}+F \cdot\left(X_{r 1}^{t}-X_{r 2}^{t}\right) \tag{2.3}
\end{equation*}
$$

(3) "DE/rand/2"

$$
\begin{equation*}
V_{i}^{t+1}=X_{r 1}^{t}+F_{1} \cdot\left(X_{r 2}^{t}-X_{r 3}^{t}\right)+F_{2} \cdot\left(X_{r 4}^{t}-X_{r 5}^{t}\right) \tag{2.4}
\end{equation*}
$$

(4) "DE/best/2"

$$
\begin{equation*}
V_{i}^{t+1}=X_{b e s t}^{t}+F_{1} \cdot\left(X_{r 1}^{t}-X_{r 2}^{t}\right)+F_{2} \cdot\left(X_{r 3}^{t}-X_{r 4}^{t}\right) \tag{2.5}
\end{equation*}
$$

(5) "DE/current-to-rand/1"

$$
\begin{equation*}
V_{i}^{t+1}=X_{i}^{t}+\operatorname{rand} \cdot\left(X_{r 1}^{t}-X_{i}^{t}\right)+F \cdot\left(X_{r 2}^{t}-X_{r 3}^{t}\right) \tag{2.6}
\end{equation*}
$$

(6) "DE/current-to-best/1"

$$
\begin{equation*}
V_{i}^{t+1}=X_{i}^{t}+F_{1} \cdot\left(X_{\text {best }}^{t}-X_{i}^{t}\right)+F_{2} \cdot\left(X_{r 1}^{t}-X_{r 2}^{t}\right) \tag{2.7}
\end{equation*}
$$

where $X_{i}^{t}, X_{r 1}^{t}, X_{r 2}^{t}, X_{r 3}^{t}, X_{r 4}^{t}$, and $X_{r 5}^{t}$ denote randomly selected vectors; indices $i, r 1, r 2, r 3, r 4$, and $r 5$ are unique integers randomly selected from the range $[1, N P] ; F$ denotes the control parameter of the perturbation vector; and $X_{\text {best }}^{t}$ denotes the optimal vector in the $t$-th generation.

### 2.1.3. Crossover

The crossover operation of the DE population is aimed at enhancing the diversity of the population and promoting the generation of structured differences within the population. The definition of the trial vector $U_{i}^{t}$ generated by mutation is as follows.

$$
u_{i, j}^{t+1}= \begin{cases}v_{i, j}^{t+1}, & \text { if } \operatorname{rand}(0,1) \leq \mathrm{CR} \| j=j_{\text {rand }}  \tag{2.8}\\ x_{i, j}^{t}, & \text { otherwise }\end{cases}
$$

where $\mathrm{CR} \in[0,1]$ denotes the crossover parameter, $j \in[1, D]$ denotes the dimension of a vector, and $j_{\text {rand }}$ is a random integer generated from the range $[1, D] ; x_{i, j}^{t}$ denotes the $j$-th dimension of the original vector $X_{i}^{t}$, and $v_{i, j}^{t+1}, u_{i, j}^{t+1}$ are the $j$-th dimension of the $(t+1)$-th iteration of the mutation vector $V_{i}^{t}$ and the trial vector $U_{i}^{t}$, respectively.

### 2.1.4. Selection

In the selection operation, the DE will select the better of the original vector $X_{i}^{t}$ and the trial vector $U_{i}^{t+1}$ to maintain the next generation $X_{i}^{t+1}$. It is defined as follows:

$$
X_{i}^{t+1}= \begin{cases}U_{i}^{t+1}, & \text { if } f\left(U_{i}^{t+1}\right) \leq f\left(X_{i}^{t}\right)  \tag{2.9}\\ X_{i}^{t}, & \text { otherwise }\end{cases}
$$

where $f\left(X_{i}^{t}\right)$ and $f\left(U_{i}^{t+1}\right)$ denote the fitness values of original vector $X_{i}^{t}$ and trial vector $U_{i}^{t+1}$, respectively. Using a greedy selection method, a better individual is selected for the next generation.

### 2.2. Opposition-based learning

Inspired by the opposite concept, OBL is a general and efficient method, proposed by Tizhoosh [20]. It is often used in various optimization algorithms to improve algorithm performance and effectively address real-world optimization problems [26]. The OBL is defined as follows:

First, the opposite solution is defined as follows in one-dimensional space.
Opposition number: Let $x \in[a, b]$ be a real number, where $a$ and $b$, respectively, represent the minimum and maximum values of the variable $x$. The opposition number $\check{x}$ is defined as follows:

$$
\begin{equation*}
\check{x}=a+b-x \tag{2.10}
\end{equation*}
$$

Similarly, the opposite solution can easily be extended to a $D$-dimensional space, which is defined as follows:

Opposition point: Let $X=\left(x_{1}, x_{2}, \ldots, x_{D}\right)$ be a point in a $D$-dimensional space, where $x_{j} \in\left[a_{j}, b_{j}\right]$ and $j \in[1, D]$. The calculation of the opposition point $\check{x}_{j}$ for the $j$-th dimension of the $i$-th individual is as follows:

$$
\begin{equation*}
\check{x}_{j}=a_{j}+b_{j}-x_{j} \tag{2.11}
\end{equation*}
$$

Subsequently, to use the OBL strategy flexibly, Rahnamayan et al. [21] proposed the concept of dynamic boundaries based on the original OBL [20]. With iterations of the algorithm, the search space
can be continuously reduced. Therefore, the OBL can efficiently determine the optimal solution. The details of the OBL with $D$-dimensional dynamic bounds are as follows.

$$
\begin{gather*}
\check{x}_{i, j}^{t}=a_{j}^{t}+b_{j}^{t}-x_{i, j}^{t}  \tag{2.12}\\
a_{j}^{t}=\min \left(x_{j}^{t}\right), \quad b_{j}^{t}=\max \left(x_{j}^{t}\right)
\end{gather*}
$$

where $\check{x}_{i, j}^{t}$ denotes the point opposite to the $j$-th dimension of the the $i$-th vector at the $t$-th iteration, $x_{i, j}^{t} ;$ and $a_{j}^{t}$ and $b_{j}^{t}$ denote the minimum and maximum values of the $j$-th dimension at the $t$-th iteration, respectively.

### 2.3. Application of $O B L$ and its variants in MAs

Since the introduction of OBL, it has been used in several optimization algorithms. Several variants of OBL have been proposed based on traditional OBL to improve its optimization capability in algorithms. Therefore, this section briefly introduces studies on combining OBL with different optimization algorithms and review the concepts of some classical OBL variants.

### 2.3.1. OBL and MAs

In many studies, to improve the diversity and convergence of algorithm populations, OBL is often used in the population initialization and the evolutionary process of various algorithms. Details are summarized in Table 1.

Table 1. Using OBL in some MAs.

| Author | Summary of the research work | Algorithm |
| :--- | :--- | :--- |
| Deng et al. [27] | Generalized OBL optimizes the population initialization of DE. | NBOLDE |
| Kang et al. [28] | OBL enhances the population diversity of PSO. | NOPSO |
| Dhargupta et al. [29] | OBL improves the diversity of the wolf swarm in GWO. | SOGWO |
| Chatterjee et al. [30] | OBL optimizes the initial population and generational leaps of the harmony search algorithm. | OHS |
| Kazemi et al. [31] | OBL optimizes the population initialization and update process of ACO. | OACO |
| Zhang et al. [32] | OBL optimizes the update process of the BSA algorithm. | BSA-SRL |
| Patel et al. [33] | OBL enhances the diversity of the multi-objective GA algorithm. | DMOGA |
| Tair et al. [34] | OBL enhances the population diversity of the whale optimisation algorithm (WOA). | COWOAFS-SVM |
| Abualigah et al. [35] | OBL improves the convergence speed of the slime mould algorithm (SMA). | OBLSMAL |
| Joshi et al. [36] | OBL based on mixed sequences enhances the search capability of the gravitational search algorithm (GSA). | COGSA |
| Pham et al. [37] | OBL enhances the optimization capability of the sine cosine algorithm (SCA). | nSCA |
| Bacanin et al. [38] | OBL improves the initialization process of the bat algorithm (BA). | OBI-BA |
| Bezdan et al. [39] | OBL optimizes the initialization and iteration processes of the salp swarm algorithm (SSA). | CBOBLSSA |
| Mousavirad et al. [40] | Quasi-OBL enhances the learning process of Feedforward neural networks (FFNN) in DE. | QODE-FFNN |

### 2.3.2. OBL variants

However, as the complexity of a problem increases, traditional OBL exhibits inefficient performance in high-dimensional or multimodal problems. Therefore, several relevant variants of the OBL have been proposed, as shown in Table 2.

## 3. The proposed algorithm

As described in Section 2.3, OBL has been shown to be a practical and efficient optimization strategy. From these studies, it is observed that people usually use only one OBL strategy in their algorithms

Table 2. A research work of some classic OBL variants.

| Author | Summary of the research work | Algorithm |
| :--- | :--- | :--- |
| Rahnamayan et al. [41] | A quasi-opposition between the center point and the opposite point. | QOBL |
| Ergezer et al. [42] | A quasi-reflection OBL between the orginal point and the center point. | QROBL |
| Tizhoosh et al. [43] | A Super-opposition between the opposite point and the boundary. | SOBL |
| Wang et al. [44] | A generalized OBL capable of transforming the search space. | GOBL |
| Ergezer et al. [45] | A fitness-based quasi-reflection OBL. | FQROBL |
| Hu et al. [46] | A type of OBL that focuses only on partial population opposition. | POBL |
| Rahnamayan et al. [47] | A population centroid-based OBL. | COBL |
| Liu et al. [48] | A rotating OBL capable of varying angles. | RBL |
| Xu et al. [49] | A center-opposition learning minimizing the distance | OCL |
| beif et al. [50] | Aneen the original point and the opposite point to the global optimum. | EO/REO |
| Xu et al. [51] | An extended opposition and reflected extended opposition |  |
| Park et al. [52] | An OBL based on the current best solution. | COOBL |

and that these OBL strategies exhibit different performances in addressing different types of problems. For instance, the different OBL strategies exhibit varying population diversity and convergence rates in DE, and in the early stage of the algorithm, DE using OBL with better diversity is beneficial for the population to explore the unknown space. In the later stage of the algorithm, using OBL with better convergence will be beneficial for finding the optimal solution. Therefore, there is a lack of research on the cooperative effect of OBLs, and using OBLs with different characteristics to address the corresponding problems. Moreover, the study of dynamically allocating OBL to the population at different time periods is highly significant.

Related studies have demonstrated that dynamic allocation methods produce favorable performance for algorithms [53]. In DE, exploration and exploitation significantly affect the performance of the DE, and methods for the dynamic selection of parameters or strategies have been proposed to maintain the balance between them. Depending on the problem, the dynamic allocation mechanism can select parameters or strategies that are suitable for the current problem, thus improving the ability of the algorithm to address the problem. A dynamic allocation strategy based on the ranking mechanism is a common research method [54], and the corresponding strategy is adopted at the ranking level to achieve reasonable resource allocation and performance improvement.

Building upon the aforementioned inspiration, this paper proposes a dynamic allocation of OBL in DAODE. In DAODE, based on the characteristics of individuals in each generation of the population, this paper first assigns three roles to each individual and stores them in the corresponding archives. In the mutation operation, DAODE then employs a novel mutation strategy based on multi-role archives to expedite the search for the global optimum solution. Lastly, the OBL pool, composed of multiple OBL strategies, dynamically assigns an OBL strategy to individuals of different roles. Different OBL strategies are allocated to roles at different stages, ensuring both population diversity and improved convergence speed. The complete framework of DAODE is shown in Figure 1. Details of this process are described in the following subsections.

### 3.1. Multi-role individuals and archives (MIA)

The DE is a stochastic search algorithm that randomly generates populations without prior knowledge. In several studies, archiving has been used to retain the genes of elite individuals for use in future generations [53], thus reducing the impact of a lack of prior knowledge. Additionally, divid-


Figure 1. The complete framwork of DAODE.
ing the population into multiple roles can provide a good balance for the algorithm [55]. Therefore, this paper will assign individuals three roles: elite, commoner, and inferior before each generation's population update, and store them in the corresponding archives.

In DAODE, this paper first evaluates the position and fitness of each individual. The position of an individual is determined by its euclidean distance from the current optimum solution. Then, a comprehensive characteristic of the individual is derived from the position and fitness. Finally, based on this comprehensive characteristic, this paper assigns three roles to the individuals and stores them in their corresponding archives, the details of which are provided in Eq (3.1). As in the real world, the proportion of individuals with high and low abilities is small, while those with general abilities are the majority. Thus, the proportions of elite, commoner, and inferior roles in DAODE were $m \%, n \%$, and $p \%$ (e.g., $m=20, n=50$, and $p=30$, respectively), and the final proportions were generated by the experiment (see Section 4.5.1).

Elite roles provide suitable genes for their offspring and are beneficial for improving the accuracy
of the solution. Inferior roles aim to improve the exploratory ability of a population. Commoner plays a balancing role in the exploration and exploitation of the entire population. The multi-role individuals and archives are shown in Figure 2. From the figure, it can be observed that the darker the color of the individual, the smaller the fitness and the closer it is to the optimal solution.

$$
\begin{equation*}
E=\alpha * E_{f}+\beta * E_{p} \tag{3.1}
\end{equation*}
$$

where $E, E_{f}, E_{p}$ denote the comprehensive evaluation, fitness, and position indices for each individual, respectively. $\alpha, \beta$ correspond to scaling parameters between $E_{f}$ and $E_{p}$, respectively, and they will be generated by the experiment.


Figure 2. Multi-role individuals and archives.

### 3.2. Dynamic allocation OBL mechanism (DAO)

When generating trial vectors in a population, this paper identifies the roles of each individual and assigns them with corresponding OBL strategies. Therefore, this paper proposes a multiple DAO. The model of the DAO mechanism is shown in Figure 3, and the details are as follows.

To ensure the flexibility of dynamically allocating OBLs, this paper defines a comprehensive ranking mechanism for OBLs to efficiently allocate the corresponding OBLs to roles. First, the diversity and fitness of each OBL are evaluated and ranked, and the diversity is measured using Eq (3.2), as proposed by Morales-Castañeda [56].

$$
\begin{align*}
& \operatorname{Div}_{j}=\frac{1}{N P} \sum_{i=1}^{N P}\left|\operatorname{median}\left(x^{j}\right)-x_{i}^{j}\right| \\
& \operatorname{Div}=\frac{1}{D} \sum_{j=1}^{D} \operatorname{Div} v_{j} \tag{3.2}
\end{align*}
$$

where $x_{i}^{j}$ denotes the $j$-th dimension of the $i$-th vector. The median $\left(x^{j}\right)$ symbolizes the median of the $j$-th dimension of the population. The diversity $\operatorname{Div}$ is calculated as the average of $\operatorname{Div}_{j}$ in each
dimension. The calculation of Eq (3.2) is involved in each iteration.

$$
\begin{align*}
R_{D} & =\operatorname{rank}_{D i v} \\
R_{F} & =i \tag{3.3}
\end{align*}
$$

where $R_{D}$ and $R_{F}$ denote the diversity and fitness ranking values of each OBL, respectively, and $i$ denotes the fitness ranking, where a smaller fitness value indicates a smaller ranking value. Therefore, the diversity and fitness rankings were calculated using Eq (3.3).

Subsequently, the diversity of the DE population gradually decreased with continuous iterations, and the fitness gradually converged to the optimal solution. Therefore, this paper designs a weight parameter for the diversity and fitness rankings of the OBL and obtained a comprehensive ranking of the OBL from the weight parameter and the ranking result. The comprehensive rank is calculated as follows:

$$
\begin{align*}
& R=\omega * R_{D}+(1-\omega) * R_{F} \\
& \omega=\frac{1}{2}+\frac{1}{2} * \cos \left(\frac{\text { iter }}{\text { Max_Iter }} * \theta * \pi\right) \tag{3.4}
\end{align*}
$$

where $R$ denotes comprehensive ranking of OBL, $\omega$ denotes a weight parameter by the cosine function, and iter and Max_Iter denote the number of current iterations and the maximum number of iterations, respectively. To normalize the parameter $\omega$, an additional parameter $\theta$ is added here.

Finally, based on the comprehensive ranking of OBL, the pool of OBL strategies was divided into three levels: excellent OBLs, ordinary OBLs, and inferior OBLs. As shown in Figure 3, the darker color in the OBL pool indicates that this OBL has a better optimization capability at the current stage. Specifically, after each update of the algorithm population, each type of OBL evaluates the diversity and convergence of the current search environment. They are then ranked using a comprehensive ranking mechanism, and based on the individuals with different roles, an appropriate OBL strategy is assigned to each individual accordingly. To maintain the balance between the exploration and exploitation of the DE, elite roles randomly select an OBL in the inferior strategy pool that has $k$ OBLs, ensuring the individual's superiority. By contrast, inferior roles select an OBL randomly in an excellent strategy pool with $i$ OBLs, which drives the individual to a good region. However, for individuals with ordinary OBLs, a suitable OBL is obtained using a Gaussian distribution in an ordinary OBL strategy pool, which ensures a balanced state. This means that after each iteration of the algorithm, different individuals will change their roles, and with the continuous changes in the search environment, individuals will also select different OBL strategies from the OBL pool as optimization strategies. This achieves a state of dynamically allocating OBL throughout the entire process of the algorithm.

### 3.3. Archive-based mutation strategy (ABM)

Mutation operations play an important role in DE, and the selection of mutant individuals affects the offspring trend. A mutation strategy based on multi-role archiving is proposed in this study, and we named it "ABM". In ABM, the base vector of the mutation strategy is randomly selected from the archives of elite roles $A_{E}$ to ensure the superiority of offspring. However, the difference vector of the mutation perturbation is the difference between two vectors randomly selected from the archives of commoner roles $A_{C}$ and those of inferior roles $A_{I}$, which avoids the problem of excessive perturbation and accelerates convergence. The mutation strategy of ABM in a two-dimensional space is shown in Figure 4.


Figure 3. Dynamic allocation OBL mechanism.

In Figure 4, the darker regions on the left figure represent positions closer to the optimal solution, and the red pentagon represents the location of the optimal solution in the two-dimensional space. Different-colored regions symbolize the distribution range of different classes of individuals, and individuals with mutations were selected from these regions. As the mutation process shows in the figure on the right, the offspring will continue to approach the optimal solution.


Figure 4. ABM strategy in a two-dimensional space.

### 3.4. The entire pseudocode of $D A O D E$

Based on this discussion, this study constructs a dynamic allocation of OBL in DAODE. The entire pseudocode of DAODE is presented in Algorithm 1. At the beginning of DAODE, the OBL with the highest level of diversity is selected as the initial strategy to improve the diversity of the initial population in the evolutionary stage of the algorithm. To begin, in line 5 , individuals in the population are assigned three roles and stored in their respective archives. Subsequently, a mutation vector is generated using the mutation strategy based on the archiving of multi-role in line 7, and a trial vector is generated using the crossover operation in line 8. At this point, the dynamic allocation OBL mechanism
is applied to the current roles in lines 9 and 10 to generate the opposite vector. Finally, the offsprings are evaluated in line 12 until the iterations of the algorithm are completed. Furthermore, the source code for this study can be found at the following link: https://github.com/gjianzx/DAODE.

```
Algorithm 1 DAODE
    Randomly generate \(N P\) individuals as the initial population \(P^{0}\) by Eq (2.1);
    Select the largest diversity OBL to generate the opposite population \(O P^{0}\);
    Evaluate the fitness of \(P^{0}\) and \(O P^{0}\);
    while the termination condition is not satisfied do
        Multi-role individuals and archives (MIA);
        for \(i=1\) to \(N P\) do
            Generate a mutation vector \(V_{i}^{t+1}\) by using the ABM ;
            Generate a trial vector \(U_{i}^{t+1}\) by Eq (2.8);
            Ranking OBLs by Eqs (3.3) and (3.4);
            Generate the opposite vector \(O X_{i}^{t+1}\) by using DAO;
            Evaluate the fitness of \(U_{i}^{t+1}\) and \(O X_{i}^{t+1}\);
            Retaining excellent vectors \(X_{i}^{t+1}\) from \(X_{i}^{t}, U_{i}^{t+1}\) and \(O X_{i}^{t+1}\) by Eq (2.9);
        end for
        \(\mathrm{t}=\mathrm{t}+1 ;\)
    end while
```


### 3.5. Complexity analysis of $D A O D E$

Compared with the original DE, DAODE also needs to calculate the time complexity of MIA, DAO, and ABM, and their time complexities are analyzed individually below.

In MIA, first, each individual in the population is sorted according to the complexity of $O(N P \times$ $\log N P)$. The population is then classified into three levels according to the sorting of roles, and the complexity is $O(N P \times N P)$. Finally, the archiving of individuals is performed simultaneously with the classification, and no additional time complexity was calculated. Thus, the overall complexity of the MIA is $O(N P \times \log N P+N P \times N P)$.

In the DAO, the additional complexity is mainly caused by the ranking of the OBLs and the dynamic allocation OBL mechanism. The sorting of the OBLs is divided into diversity and fitness sorting, both of which have a complexity of $O(\log N)$, where $N$ denotes the total number of OBLs. In the dynamic allocation OBL mechanism, each role must select an OBL strategy with complexity $O(N P)$.

In ABM, the three vectors of the mutation operation are randomly selected from the archives, which have the same complexity as the original DE , which is $O(N P \times D)$.

The complexity of the original DE was $O($ Max_Iter $\times N P \times D)$, where Max_Iter was the maximum value of the algorithm iteration. The total complexity of DAODE is $O($ Max_Iter $\times(N P \times \log N P+$ $N P \times N P+\log N+\log N+N P+N P \times D)$ ), that is, $O($ Max_Iter $\times N P \times \max (N P, \log N P, \log N, D))$. Therefore, DAODE remains computationally efficient in terms of time compared to the original DE.

Table 3. CEC2017 benchmark suite.

| Type | No. | Function | $f_{i}^{*}=f_{i}\left(x^{*}\right)$ |
| :---: | :---: | :---: | :---: |
| Unimodal | $f_{1}$ | Shifted and Rotated Bent Cigar Function | 100 |
|  | $f_{2}$ | Shifted and Rotated Sum of Different Power Function* | 200 |
|  | $f_{3}$ | Shifted and Rotated Zakharov Function | 300 |
| Multimodal | $f_{4}$ | Shifted and Rotated Rosenbrock's Function | 400 |
|  | $f_{5}$ | Shifted and Rotated Rastrigin's Function | 500 |
|  | $f_{6}$ | Shifted and Rotated Expanded Scaffer's F6 Function | 600 |
|  | $f_{7}$ | Shifted and Rotated Lunacek Bi_Rastrigin Function | 700 |
|  | $f_{8}$ | Shifted and Rotated Non-Continuous Rastrigin's Function | 800 |
|  | $f_{9}$ | Shifted and Rotated Levy Function | 900 |
|  | $f_{10}$ | Shifted and Rotated Schwefel's Function | 1000 |
| Hybrid | $f_{11}$ | Hybrid Function $1(\mathrm{~N}=3)$ | 1100 |
|  | $f_{12}$ | Hybrid Function $2(\mathrm{~N}=3)$ | 1200 |
|  | $f_{13}$ | Hybrid Function $3(\mathrm{~N}=3)$ | 1300 |
|  | $f_{14}$ | Hybrid Function $4(\mathrm{~N}=4)$ | 1400 |
|  | $f_{15}$ | Hybrid Function $5(\mathrm{~N}=4)$ | 1500 |
|  | $f_{16}$ | Hybrid Function $6(\mathrm{~N}=4)$ | 1600 |
|  | $f_{17}$ | Hybrid Function $6(\mathrm{~N}=5)$ | 1700 |
|  | $f_{18}$ | Hybrid Function $6(\mathrm{~N}=5)$ | 1800 |
|  | $f_{19}$ | Hybrid Function $6(\mathrm{~N}=5)$ | 1900 |
|  | $f_{20}$ | Hybrid Function $6(\mathrm{~N}=6)$ | 2000 |
| Composition | $f_{21}$ | Composition Function 1 ( $\mathrm{N}=3$ ) | 2100 |
|  | $f_{22}$ | Composition Function $2(\mathrm{~N}=3)$ | 2200 |
|  | $f_{23}$ | Composition Function 3 ( $\mathrm{N}=4$ ) | 2300 |
|  | $f_{24}$ | Composition Function $4(\mathrm{~N}=4)$ | 2400 |
|  | $f_{25}$ | Composition Function $5(\mathrm{~N}=5)$ | 2500 |
|  | $f_{26}$ | Composition Function $6(\mathrm{~N}=5)$ | 2600 |
|  | $f_{27}$ | Composition Function $7(\mathrm{~N}=6)$ | 2700 |
|  | $f_{28}$ | Composition Function $8(\mathrm{~N}=6)$ | 2800 |
|  | $f_{29}$ | Composition Function 9 ( $\mathrm{N}=3$ ) | 2900 |
|  | $f_{30}$ | Composition Function 10 ( $\mathrm{N}=3$ ) | 3000 |
|  |  | Search Range:[-100, 100] ${ }^{D}$ |  |

[^0]
## 4. Experimental results and analysis

In this section, the performance of DAODE is evaluated mainly on test functions presented at the 2017 IEEE conference on evolutionary computation (CEC2017), and the experimental results are analyzed and compared in detail. The experiments included a comparison between DAODE and several state of the art algorithms and OBL variants (i.e., the improved OBL strategy introduced in Section 2.3.2). The differences between DAODE and several other algorithms were further evaluated using statistical tests. In addition, this paper analyzes the influence of the proposed strategy on DE. The experimental details are as follows.

### 4.1. Benchmark functions

The CEC2017 benchmark suite used in this study comprised 29 test functions for unimodal functions $\left(f_{1}-f_{3}\right)$, simple multimodal functions ( $f_{4}-f_{10}$ ), hybrid functions $\left(f_{11}-f_{20}\right)$, and composition function $\left(f_{21}-f_{30}\right)$. Meanwhile, these functions represented actual problems with various characteristics. The test function information is listed in Table 3, where N denotes the number of functions in the hybrid and composition functions, $f_{i}^{*}$ and $f_{i}\left(x^{*}\right)$ denote the optimal solution for each test function, and $[-100,100]^{D}$ denotes the search bound for each test function. More detailed information on the CEC2017 benchmark suite can be found in the literature [57].

### 4.2. Experimental settings

For a fair comparison of the experiments, the common parameters of the algorithms compared in this study were set as follows:

- Popualtion size (NP): 100
- Mutation factor (F): 0.5
- Crossover factor (CR): 0.9
- The problem dimension (D): 30 and 50
- Maximum number of function evaluations (Max_FES): $10000 \times D$
- Maximum number of algorithm iterations (Max_Iter): Max_FES/NP
- The independent number of runs (Run_Num): 30

For each algorithm, the additional parameters are listed in Table 4, the details of which can be found in the corresponding literature. In addition, all simulation environments in this study included Windows 10, an Intel(R) Core(TM) i5-7300HQ CPU, RAM-16 GB, and MATLAB 2020a.

Table 4. Additional parameters for the comparison algorithm.

| Algorithm | Year | Parameters setting |
| :--- | :--- | :--- |
| JaDE [58] | 2009 | $\mu_{F}=\mu_{C R}=0.5, c=0.1, p=0.05$. |
| ACDE/F [59] | 2022 | $F_{0}=0.5, C R_{0}=0.8, k \in(0,1) ;$ if $v=0, \% P_{k s}=0.5$. |
| OMLDE [60] | 2021 | $r_{i}^{1}, r_{i}^{2}, r_{i}^{3} \in[0,1]$. |
| DODE [61] | 2021 | $c=0.1, \mu_{j}=0.3, P T=0.1$. |
| OBA [50] | 2015 | $P_{s}(t)=t / T$. |
| NBOLDE [27] | 2021 | $F_{1}=F_{2}=0.4, N s=[10,30], J r=0.3$. |
| GODE [62] | 2021 | $J r=0.3, r_{1}=10^{-2}, r_{2}=10^{-3}, r_{3}=10^{-6}$. |
| DAODE | - | $\alpha=0.5, \beta=0.5, \theta=D / 10, A_{E}: A_{C}: A_{I}=2: 5: 3$. |

### 4.3. Experimental results and analysis

To evaluate the overall performance of DAODE, the seven state of the art algorithms listed in Table 4 are compared and analyzed. Moreover, to verify the flexibility of the dynamic allocation of OBL in DAODE, the performance of each OBL in the OBL pool in DE was evaluated and compared with the experimental results of DAODE.

The accuracy of each algorithm was calculated using Eq (4.1), where $f_{i}(x)$ denotes the result obtained by the algorithm on the $i$-th test function, and $f_{i}\left(x^{*}\right)$ denotes the optimal solution that the algorithm can achieve in the test function (e.g., the optimal solution for $f_{1}$ in Table 3 is $f_{1}\left(x^{*}\right)=100$ ).

$$
\begin{equation*}
F E v=f_{i}(x)-f_{i}\left(x^{*}\right) \tag{4.1}
\end{equation*}
$$

In addition, each algorithm was run 30 times independently of each test function, and the mean value (Mean) and standard deviation (Std) were recorded. The data in the table is represented in scientific notation, such as $7.14 \mathrm{E}+08$ and $9.47 \mathrm{E}-16$, which are equivalent to $7.14 \times 10^{8}$ and $9.47 \times$ $10^{-16}$, respectively. Additionally, the optimal solution of the comparison results is highlighted in bold. Notably, " $+/-/=$ " denotes that DAODE is better than, approximately the same as, or lower than the corresponding algorithm, respectively. In addition, this paper plots the convergence of the algorithms on several test functions, which clearly show the convergence trend of each algorithm.

### 4.3.1. Comparison of state of the art algorithms

These state of the art algorithms include adaptive mechanisms combined with OBL and novel optimization strategies. Therefore, they are more convincing than the comparison algorithms for DAODE. The following seven algorithms are briefly described. JaDE [58] is an adaptive DE with optional external archiving that improves optimization performance by implementing a new mutation strategy with optional external archiving and adaptively updating the control parameters. ACDE/F [59] proposed a belief space strategy incorporating a generalized OBL and a parameter adaptive adjustment mechanism, aimed at striking a balance between global exploration and local exploitation capabilities. Based on the original dynamic OBL (DOL), OMLDE [60] introduced a mutual learning (ML) method aimed at guiding individual-determined ML and proposed opposite ML. In DODE [61], OBLs are simply classified and a dual OBL is proposed that contains two OBL strategies and a protection mechanism. OBA [50] mathematically proves the probability that the original and opposite solutions are close to the optimal solution when constructing an opposition-based metaheuristic optimization algorithm. For NBODE [27], new parameters and weight factors are incorporated into the neighborhood mutation model ( $\mathrm{DE} /$ current-to-best/1), introducing a mutation strategy ( $\mathrm{DE} /$ neighbor-to-neighbor/1) that focuses on local mutations for enhanced efficiency over global mutations. Finally, GODE [62] believes that more promising solutions exist around the opposite solution, and thus uses Gaussian perturbation to widen the neighborhood of the opposite solution and increase the possibility of finding a better solution.

The comparison results of DAODE with the state of the art algorithms at 30 D and 50 D test functions are summarized in Tables 5 and 6, respectively. According to the comparison results, DAODE still exhibited good performance against the other algorithms for unimodal functions ( $f_{1}-f_{3}$ ) as the dimensions of the problem increased. For the multimodal function $\left(f_{4}-f_{10}\right)$, although DAODE is not the best among several compared algorithms, it still has the top ranking and is next to the first among several test functions (e.g., $f_{5}, f_{7}$, and $f_{8}$ ). In the hybrid ( $f_{11}-f_{20}$ ) and composition $\left(f_{21}-f_{30}\right)$ functions, DAODE outperforms most algorithms at 30 D , which is strongly related to the proposed DAO. As the dimension increased to 50 D , DAODE outperformed other state of the art algorithms on only half of the test functions. However, it still achieved a second or third ranking on the other test functions.

The convergence curves of the compared algorithms are shown in Figures 5 and 7 for 30 independent runs on the CEC2017 benchmark suite. DAODE outperformed the other state of the art algorithms in several test functions and exhibited a faster convergence rate. This also demonstrates that ABM can accelerate the development of populations in good areas by selecting superior individuals as base vectors for mutation operations. The convergence curves of $f_{16}, f_{17}$, and $f_{26}$ at $30 D$ and $f_{3}, f_{16}, f_{20}, f_{23}$, and $f_{26}$ at $50 D$ exhibited a decreasing trend. Thus, DAODE has great potential for searching optimal solutions to these functions. Meanwhile, for the convenience of observing the distribution of results from 30 runs of each algorithm, partial boxplots of the test functions are provided in Figures 6 and 8, corresponding to the convergence plots. In these test functions, it can be clearly observed that DAODE achieves superior solutions compared to other algorithms, demonstrating significant performance advantages.

Therefore, DAODE exhibits good performance compared with the state of the art algorithms in the CEC2017 benchmark suites of 30 D and 50 D . In particular, for JaDE, ACDE/F, OBA, and NBODE, DAODE has an absolute advantage and contains various state of the art adaptive strategies, which indicate the effectiveness of the optimization strategies proposed by DAODE. Moreover, it was experi-
mentally found that the reason for the insignificant performance of DAODE on the multimodal function ( $f_{4}-f_{10}$ ) may mainly lie in the multimodal function possessing multiple local optima, which incorrectly selects locally optimal individuals as superior individuals in the MIA, reducing the possibility of searching for optimal solutions.

Table 5. Comparison results of DAODE and state-of-the-art algorithms on CEC2017 benchmark suite ( $D=30$ ).

| Fun. |  | JaDE | ACDE/F | OMLDE | DODE | OBA | NBODE | GODE | DAODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | Mean | 8.42E+10(8+) | $3.37 \mathrm{E}+09(6+)$ | $3.46 \mathrm{E}+08(5+)$ | 6.16E-15(3=) | $2.02 \mathrm{E}+08(4+)$ | $3.72 \mathrm{E}+10(7+)$ | $6.16 \mathrm{E}-15(2=)$ | $9.47 \mathrm{E}-16(1)$ |
|  | Std. | $2.06 \mathrm{E}+10$ | $1.00 \mathrm{E}+09$ | $4.42 \mathrm{E}+08$ | $7.16 \mathrm{E}-15$ | $1.41 \mathrm{E}+08$ | $7.14 \mathrm{E}+09$ | $7.16 \mathrm{E}-15$ | 3.61E-15 |
| $f_{3}$ | Mean | 3.57E+05(6+) | $3.57 \mathrm{E}+05(7+$ ) | $1.35 \mathrm{E}+03(4+)$ | $4.62 \mathrm{E}+01(2+)$ | $4.07 \mathrm{E}+05(8+)$ | 7.22E+04(5+) | $6.41 \mathrm{E}+01(3+)$ | 1.25E-12(1) |
|  | Std. | $1.25 \mathrm{E}+05$ | $9.91 \mathrm{E}+03$ | $8.75 \mathrm{E}+02$ | $4.10 \mathrm{E}+01$ | $6.25 \mathrm{E}+05$ | $8.14 \mathrm{E}+03$ | $7.68 \mathrm{E}+01$ | 4.82E-12 |
| $f_{4}$ | Mean | $2.10 \mathrm{E}+04(8+$ ) | $4.79 \mathrm{E}+02(6+)$ | $1.43 \mathrm{E}+02(5+)$ | $5.87 \mathrm{E}+01(2=)$ | $1.19 \mathrm{E}+02(4+)$ | $8.96 \mathrm{E}+03(7+)$ | $5.94 \mathrm{E}+01(3=)$ | 5.65E+01(1) |
|  | Std. | $6.65 \mathrm{E}+03$ | $1.77 \mathrm{E}+02$ | $3.83 \mathrm{E}+01$ | $1.01 \mathrm{E}+00$ | $4.53 \mathrm{E}+01$ | $2.21 \mathrm{E}+03$ | $2.13 \mathrm{E}+00$ | $1.56 \mathrm{E}+01$ |
| $f_{5}$ | Mean | 5.53E+02(8+) | 8.26E+01(1-) | $1.76 \mathrm{E}+02(3=)$ | $1.76 \mathrm{E}+02(4=)$ | $2.31 \mathrm{E}+02(6+)$ | $3.76 \mathrm{E}+02(7+)$ | $1.77 \mathrm{E}+02(5=)$ | $1.69 \mathrm{E}+02(2)$ |
|  | Std. | $6.37 \mathrm{E}+01$ | $1.30 \mathrm{E}+01$ | $1.03 \mathrm{E}+01$ | $9.18 \mathrm{E}+00$ | $1.29 \mathrm{E}+01$ | $2.52 \mathrm{E}+01$ | $8.47 \mathrm{E}+00$ | $8.14 \mathrm{E}+00$ |
| $f_{6}$ | Mean | $1.13 \mathrm{E}+02(8+)$ | $1.21 \mathrm{E}+01(5+$ | $6.76 \mathrm{E}+00(4+$ | 2.68E-10(1-) | $4.40 \mathrm{E}+01(6+)$ | $8.21 \mathrm{E}+01(7+)$ | 1.19E-09(2-) | $1.11 \mathrm{E}-03(3)$ |
|  | Std. | $1.06 \mathrm{E}+01$ | $2.22 \mathrm{E}+00$ | $2.23 \mathrm{E}+00$ | 4.33E-10 | $6.57 \mathrm{E}+00$ | $6.65 \mathrm{E}+00$ | $2.37 \mathrm{E}-09$ | 6.08E-03 |
|  | Mean | $2.12 \mathrm{E}+03(5+)$ | $1.71 \mathrm{E}+02(1=)$ | $2.17 \mathrm{E}+02(6+$ | $2.09 \mathrm{E}+02(4=)$ | $2.84 \mathrm{E}+02(7+)$ | $6.00 \mathrm{E}+02(8+)$ | $2.08 \mathrm{E}+02(3=)$ | $1.99 \mathrm{E}+02(2)$ |
| $f_{7}$ | Std. | $2.88 \mathrm{E}+02$ | $2.68 \mathrm{E}+01$ | $1.28 \mathrm{E}+01$ | $9.27 \mathrm{E}+00$ | $2.48 \mathrm{E}+01$ | $5.49 \mathrm{E}+01$ | $1.01 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ |
|  | Mean | $5.09 \mathrm{E}+02(8+)$ | 7.96E+01(1-) | $1.75 \mathrm{E}+02(3=$ | $1.80 \mathrm{E}+02(5=)$ | $2.41 \mathrm{E}+02(6+)$ | $2.98 \mathrm{E}+02(7+)$ | $1.78 \mathrm{E}+02(4=)$ | $1.66 \mathrm{E}+02(2)$ |
| $f_{8}$ | Std. | $4.10 \mathrm{E}+01$ | $1.34 \mathrm{E}+01$ | $9.00 \mathrm{E}+00$ | $1.03 \mathrm{E}+01$ | $1.13 \mathrm{E}+01$ | $2.04 \mathrm{E}+01$ | $1.09 \mathrm{E}+01$ | $9.66 \mathrm{E}+00$ |
|  | Mean | $2.45 \mathrm{E}+04(8+)$ | $6.07 \mathrm{E}+02(5+)$ | $3.73 \mathrm{E}+01(4+$ | $0.00 \mathrm{E}+00(2-)$ | $2.11 \mathrm{E}+03(6+)$ | $8.29 \mathrm{E}+03(7+)$ | $0.00 \mathrm{E}+00(1-)$ | 8.17E-02(3) |
| $f_{9}$ | Std. | $4.74 \mathrm{E}+03$ | $2.26 \mathrm{E}+02$ | $3.23 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.06 \mathrm{E}+02$ | $8.37 \mathrm{E}+02$ | 0.00E+00 | $1.71 \mathrm{E}-01$ |
|  | Mean | 7.46E+03(7+) | 3.30E+03(1-) | $6.76 \mathrm{E}+03(6+$ | $6.57 \mathrm{E}+03(4$ | 7.72E+03(8+) | $6.58 \mathrm{E}+03(5+)$ | $6.35 \mathrm{E}+03(3=)$ | 5.87E+03(2) |
| $f_{10}$ | Std. | $4.72 \mathrm{E}+02$ | 5.97E+02 | $4.55 \mathrm{E}+02$ | $5.56 \mathrm{E}+02$ | $4.38 \mathrm{E}+02$ | $3.82 \mathrm{E}+02$ | $7.75 \mathrm{E}+02$ | $1.19 \mathrm{E}+03$ |
|  | Mean | $1.65 \mathrm{E}+04(8+)$ | $7.86 \mathrm{E}+02(5+)$ | $6.34 \mathrm{E}+01$ (2+ | $7.51 \mathrm{E}+01(3+)$ | $1.28 \mathrm{E}+03(6+)$ | $3.64 \mathrm{E}+03(7+)$ | $6.48 \mathrm{E}+01(4+)$ | 3.08E+01(1) |
| $f_{11}$ | Std. | $5.88 \mathrm{E}+03$ | $4.42 \mathrm{E}+02$ | $3.08 \mathrm{E}+01$ | $3.66 \mathrm{E}+01$ | $5.27 \mathrm{E}+02$ | $8.28 \mathrm{E}+02$ | $2.62 \mathrm{E}+01$ | 2.97E+01 |
|  | Mean | $1.36 \mathrm{E}+10(8+)$ | $1.72 \mathrm{E}+08(6+)$ | $3.07 \mathrm{E}+05(4+$ | $9.77 \mathrm{E}+03(2=)$ | $6.09 \mathrm{E}+07(5+)$ | $7.65 \mathrm{E}+09(7+)$ | 7.63E+03(1-) | $1.02 \mathrm{E}+04$ (3) |
| $f_{12}$ | Std. | $5.33 \mathrm{E}+09$ | $1.24 \mathrm{E}+08$ | $1.09 \mathrm{E}+06$ | $7.78 \mathrm{E}+03$ | $3.54 \mathrm{E}+07$ | $2.11 \mathrm{E}+09$ | $6.09 \mathrm{E}+03$ | $1.27 \mathrm{E}+04$ |
|  | Mean | $1.05 \mathrm{E}+10(8+)$ | $1.42 \mathrm{E}+08(6+)$ | $2.81 \mathrm{E}+03(4+)$ | $8.14 \mathrm{E}+01(2=)$ | $9.71 \mathrm{E}+06(5+)$ | $4.81 \mathrm{E}+09(7+)$ | $7.93 \mathrm{E}+01(1=)$ | $8.66 \mathrm{E}+01(3)$ |
| $f_{13}$ | Std. | $4.38 \mathrm{E}+09$ | $2.16 \mathrm{E}+08$ | $3.89 \mathrm{E}+03$ | $9.49 \mathrm{E}+00$ | $1.71 \mathrm{E}+07$ | $2.34 \mathrm{E}+09$ | $7.99 \mathrm{E}+00$ | $2.66 \mathrm{E}+01$ |
|  | Mean | $1.38 \mathrm{E}+07(8+)$ | $2.58 \mathrm{E}+05(5+)$ | $6.98 \mathrm{E}+01(4=)$ | $6.26 \mathrm{E}+01(3=)$ | $3.85 \mathrm{E}+05(6+)$ | $1.09 \mathrm{E}+06(7+)$ | $6.06 \mathrm{E}+01(2=)$ | 5.01E+01(1) |
| $f_{14}$ | Std. | $8.86 \mathrm{E}+06$ | $3.78 \mathrm{E}+05$ | $3.96 \mathrm{E}+01$ | $5.47 \mathrm{E}+00$ | $2.24 \mathrm{E}+05$ | $5.18 \mathrm{E}+05$ | $8.92 \mathrm{E}+00$ | $1.53 \mathrm{E}+01$ |
|  | Mean | $2.40 \mathrm{E}+09(8+)$ | $1.19 \mathrm{E}+06(5+)$ | $8.32 \mathrm{E}+01(4+)$ | $3.47 \mathrm{E}+01(2+)$ | $2.26 \mathrm{E}+07(6+)$ | $1.43 \mathrm{E}+08(7+)$ | $3.69 \mathrm{E}+01(3+)$ | $1.54 \mathrm{E}+01(1)$ |
| $f_{15}$ | Std. | $1.45 \mathrm{E}+09$ | $3.88 \mathrm{E}+06$ | $1.65 \mathrm{E}+02$ | $1.06 \mathrm{E}+01$ | 5.32E+07 | $1.22 \mathrm{E}+08$ | $5.04 \mathrm{E}+00$ | $3.60 \mathrm{E}+01$ |
| $f_{16}$ | Mean | $3.57 \mathrm{E}+03(8+)$ | $8.03 \mathrm{E}+02(5+)$ | $4.47 \mathrm{E}+02(2+)$ | $6.73 \mathrm{E}+02(4+)$ | $1.94 \mathrm{E}+03(6+)$ | $3.38 \mathrm{E}+03(7+)$ | $5.53 \mathrm{E}+02(3+)$ | 2.22E+02(1) |
|  | Std. | $4.78 \mathrm{E}+02$ | $2.40 \mathrm{E}+02$ | $2.94 \mathrm{E}+02$ | $4.33 \mathrm{E}+02$ | $1.69 \mathrm{E}+02$ | $4.30 \mathrm{E}+02$ | $3.85 \mathrm{E}+02$ | 3.17E+02 |
| $f_{17}$ | Mean | $2.70 \mathrm{E}+03(8+)$ | $3.43 \mathrm{E}+02(5+)$ | $1.04 \mathrm{E}+02(4+)$ | $9.91 \mathrm{E}+01(3+)$ | $9.08 \mathrm{E}+02(6+)$ | $1.64 \mathrm{E}+03(7+)$ | $9.63 \mathrm{E}+01(2+)$ | 7.45E+01(1) |
|  | Std. | $7.36 \mathrm{E}+02$ | $1.24 \mathrm{E}+02$ | $9.67 \mathrm{E}+01$ | $5.43 \mathrm{E}+01$ | $1.40 \mathrm{E}+02$ | $4.00 \mathrm{E}+02$ | $3.81 \mathrm{E}+01$ | $7.29 \mathrm{E}+01$ |
| $f_{18}$ | Mean | $9.82 \mathrm{E}+07(8+)$ | $6.70 \mathrm{E}+05(5+)$ | $8.49 \mathrm{E}+03(4+)$ | $3.69 \mathrm{E}+01(2+)$ | $1.58 \mathrm{E}+07(7+)$ | $1.28 \mathrm{E}+07(6+)$ | $3.87 \mathrm{E}+01(3+)$ | 2.56E+01(1) |
|  | Std. | $6.22 \mathrm{E}+07$ | $1.17 \mathrm{E}+06$ | $5.83 \mathrm{E}+03$ | $4.68 \mathrm{E}+00$ | $1.27 \mathrm{E}+07$ | $8.53 \mathrm{E}+06$ | $4.08 \mathrm{E}+00$ | $2.14 \mathrm{E}+00$ |
| $f_{19}$ | Mean | $3.61 \mathrm{E}+09(8+)$ | $1.55 \mathrm{E}+06(5+)$ | $2.93 \mathrm{E}+01(4+)$ | $1.70 \mathrm{E}+01(2+)$ | $2.94 \mathrm{E}+06(6+)$ | $2.41 \mathrm{E}+08(7+)$ | $1.81 \mathrm{E}+01(3+)$ | $7.34 \mathrm{E}+00$ (1) |
|  | Std. | $1.44 \mathrm{E}+09$ | $3.25 \mathrm{E}+06$ | $3.93 \mathrm{E}+01$ | $6.70 \mathrm{E}+00$ | $5.24 \mathrm{E}+06$ | $1.69 \mathrm{E}+08$ | $6.19 \mathrm{E}+00$ | $2.57 \mathrm{E}+00$ |
| $f_{20}$ | Mean | $1.23 \mathrm{E}+03(8+)$ | $3.75 \mathrm{E}+02(5+)$ | $6.15 \mathrm{E}+01(3+)$ | $4.53 \mathrm{E}+01(2+)$ | $8.15 \mathrm{E}+02(7+)$ | $6.86 \mathrm{E}+02(6+)$ | $6.56 \mathrm{E}+01(4+)$ | 3.27E+01(1) |
|  | Std. | $2.32 \mathrm{E}+02$ | $1.40 \mathrm{E}+02$ | $5.74 \mathrm{E}+01$ | $5.11 \mathrm{E}+01$ | $1.17 \mathrm{E}+02$ | $1.06 \mathrm{E}+02$ | 7.70E+01 | 2.72E+01 |
| $f_{21}$ | Mean | $6.85 \mathrm{E}+02(8+)$ | 2.77E+02(1-) | $3.65 \mathrm{E}+02(3=)$ | $3.67 \mathrm{E}+02(4=)$ | $4.25 \mathrm{E}+02(6+)$ | $5.50 \mathrm{E}+02(7+)$ | $3.70 \mathrm{E}+02(5=)$ | $3.50 \mathrm{E}+02(2)$ |
|  | Std. | $3.60 \mathrm{E}+01$ | 9.53E+00 | $1.23 \mathrm{E}+01$ | $1.04 \mathrm{E}+01$ | $1.41 \mathrm{E}+01$ | $4.41 \mathrm{E}+01$ | $9.74 \mathrm{E}+00$ | $2.75 \mathrm{E}+01$ |
| $f_{22}$ | Mean | 7.82E+03(8+) | $9.51 \mathrm{E}+02(3+)$ | $1.94 \mathrm{E}+02(2+)$ | $2.39 \mathrm{E}+03(5+)$ | 7.16E+03(7+) | $4.74 \mathrm{E}+03(6+)$ | $1.48 \mathrm{E}+03(4+)$ | 1.00E+02(1) |
|  | Std. | $8.64 \mathrm{E}+02$ | $4.37 \mathrm{E}+02$ | $6.40 \mathrm{E}+01$ | $3.14 \mathrm{E}+03$ | $1.53 \mathrm{E}+03$ | $1.26 \mathrm{E}+03$ | $2.82 \mathrm{E}+03$ | 0.00E+00 |
| $f_{23}$ | Mean | $9.81 \mathrm{E}+02(7+)$ | $4.64 \mathrm{E}+02(2=)$ | $5.29 \mathrm{E}+02(5+)$ | $5.27 \mathrm{E}+02(4+)$ | $5.92 \mathrm{E}+02(6+)$ | $1.12 \mathrm{E}+03(8+)$ | $5.25 \mathrm{E}+02(3+)$ | $4.58 \mathrm{E}+02$ (1) |
|  | Std. | $1.04 \mathrm{E}+02$ | $2.54 \mathrm{E}+01$ | $1.31 \mathrm{E}+01$ | $8.60 \mathrm{E}+00$ | $1.84 \mathrm{E}+01$ | $1.50 \mathrm{E}+02$ | $1.09 \mathrm{E}+01$ | $6.48 \mathrm{E}+01$ |
| $f_{24}$ | Mean | $8.99 \mathrm{E}+02(7+)$ | $5.92 \mathrm{E}+02(3=)$ | $5.87 \mathrm{E}+02(2=)$ | $5.94 \mathrm{E}+02(5=)$ | $6.67 \mathrm{E}+02(6+)$ | $1.12 \mathrm{E}+03(8+)$ | $5.93 \mathrm{E}+02(4=)$ | 5.64E+02(1) |
|  | Std. | $7.38 \mathrm{E}+01$ | $7.64 \mathrm{E}+01$ | $2.73 \mathrm{E}+01$ | $9.34 \mathrm{E}+00$ | $2.15 \mathrm{E}+01$ | $1.82 \mathrm{E}+02$ | $1.01 \mathrm{E}+01$ | $4.57 \mathrm{E}+01$ |
| $f_{25}$ | Mean | $9.42 \mathrm{E}+03(8+)$ | $5.76 \mathrm{E}+02(6+)$ | $4.37 \mathrm{E}+02(5=)$ | $3.87 \mathrm{E}+02(3=)$ | 4.18E+02(4=) | $1.79 \mathrm{E}+03(7+$ ) | $3.87 \mathrm{E}+02(2=)$ | 3.87E+02(1) |
|  | Std. | $1.98 \mathrm{E}+03$ | $5.52 \mathrm{E}+01$ | $2.70 \mathrm{E}+01$ | $2.23 \mathrm{E}-02$ | $1.62 \mathrm{E}+01$ | $4.19 \mathrm{E}+02$ | $2.61 \mathrm{E}-02$ | $3.79 \mathrm{E}-02$ |
| $f_{26}$ | Mean | 8.22E+03(8+) | $2.30 \mathrm{E}+03(2+)$ | $2.61 \mathrm{E}+03(4+)$ | $2.62 \mathrm{E}+03(5+)$ | $3.36 \mathrm{E}+03(6+)$ | $6.65 \mathrm{E}+03(7+)$ | $2.60 \mathrm{E}+03(3+)$ | $1.44 \mathrm{E}+03(1)$ |
|  | Std. | $1.12 \mathrm{E}+03$ | $2.83 \mathrm{E}+02$ | $1.77 \mathrm{E}+02$ | $1.58 \mathrm{E}+02$ | $5.91 \mathrm{E}+02$ | $5.94 \mathrm{E}+02$ | $1.96 \mathrm{E}+02$ | 5.10E+02 |
| $f_{27}$ | Mean | 7.77E+02(7+) | $6.23 \mathrm{E}+02(6+)$ | $5.18 \mathrm{E}+02(5=)$ | $4.97 \mathrm{E}+02(2=)$ | $5.00 \mathrm{E}+02(3=)$ | $1.52 \mathrm{E}+03(8+)$ | 4.96E+02(1-) | $5.02 \mathrm{E}+02$ (4) |
|  | Std. | $9.82 \mathrm{E}+01$ | $6.18 \mathrm{E}+01$ | $9.49 \mathrm{E}+00$ | $7.72 \mathrm{E}+00$ | 6.52E-05 | $2.74 \mathrm{E}+02$ | $9.70 \mathrm{E}+00$ | $1.08 \mathrm{E}+01$ |
| $f_{28}$ | Mean | $5.71 \mathrm{E}+03(8+)$ | $8.74 \mathrm{E}+02(6+)$ | $4.63 \mathrm{E}+02(4+)$ | $3.50 \mathrm{E}+02(3=)$ | $5.00 \mathrm{E}+02(5+)$ | $3.11 \mathrm{E}+03(7+)$ | $3.14 \mathrm{E}+02(1=)$ | $3.28 \mathrm{E}+02(2)$ |
|  | Std. | $1.41 \mathrm{E}+03$ | $2.46 \mathrm{E}+02$ | $2.44 \mathrm{E}+01$ | $7.58 \mathrm{E}+01$ | $6.60 \mathrm{E}-05$ | $5.83 \mathrm{E}+02$ | 3.57E+01 | $4.77 \mathrm{E}+01$ |
| $f_{29}$ | Mean | $2.86 \mathrm{E}+03(7+)$ | $8.91 \mathrm{E}+02(5+)$ | $5.37 \mathrm{E}+02(4+)$ | $5.29 \mathrm{E}+02(3+)$ | $1.70 \mathrm{E}+03(6+)$ | $3.32 \mathrm{E}+03(8+)$ | $5.28 \mathrm{E}+02(2+)$ | $4.29 \mathrm{E}+02(1)$ |
|  | Std. | $5.57 \mathrm{E}+02$ | $1.90 \mathrm{E}+02$ | $1.25 \mathrm{E}+02$ | $1.31 \mathrm{E}+02$ | $2.58 \mathrm{E}+02$ | $6.96 \mathrm{E}+02$ | $1.19 \mathrm{E}+02$ | $7.05 \mathrm{E}+01$ |
| $f_{30}$ | Mean | $1.52 \mathrm{E}+09(8+)$ | $5.73 \mathrm{E}+06(6+)$ | $4.63 \mathrm{E}+03(4+)$ | $2.00 \mathrm{E}+03(2=)$ | $1.61 \mathrm{E}+06(5+)$ | $6.67 \mathrm{E}+08(7+)$ | $1.99 \mathrm{E}+03(1=)$ | $2.07 \mathrm{E}+03(3)$ |
|  | Std. | $8.41 \mathrm{E}+08$ | $8.55 \mathrm{E}+06$ | $1.12 \mathrm{E}+03$ | $6.78 \mathrm{E}+01$ | $2.12 \mathrm{E}+06$ | $3.17 \mathrm{E}+08$ | 5.12E+01 | $1.21 \mathrm{E}+02$ |
| "+/=/- |  | 29/0/0 | 22/3/4 | 22/7/0 | 14/14/1 | 27/2/0 | 29/0/0 | 12/13/4 | - |



Figure 5. The convergence curves of 30 independent runs for the comparison algorithm on CEC2017 benchmark suite ( $D=30$ ).

### 4.3.2. Comparison of OBL strategies

To test the performance of the dynamically allocated OBL mechanism, this paper evaluates the experimental results of each OBL combined with DE in the OBL pool and compared their performance with that of DAODE. A total of 13 strategies are included: original, QOBL [41], QROBL [42], SOBL [43], GOBL [44], FQROBL [45], POBL [46], COBL [47], RBL [48], OCL [49], EO/REO [50] and COOBL [51]. Their information is briefly described in Table 2, and detailed information can be found in the corresponding literature. Note that, when combined with DE, the algorithm names are: ODE(OBL), QODE(QOBL), QRODE(QROBL), EODE(EO), REODE(REO), FQRODE(FQROBL), GODE(GOBL), RODE(RBL), CODE(COBL), PODE(POBL), SODE(SOBL), OCDE(OCL), and COODE(COOBL).

The comparison results of DAODE with the OBL variants are listed in Tables 7 and 8. For unimodal


Figure 6. The boxplots of 30 independent runs for the comparison algorithm on CEC2017 benchmark suite ( $D=30$ ).
functions $\left(f_{1}-f_{3}\right)$, both the DAODE and OBL variants performed well on the test function of 30 D . When the number of dimensions increased to 50 , the performance of the OBL variants exhibited a decreasing trend, but DAODE still found effective solutions. When solving the multimodal functions ( $f_{4}-f_{10}$ ) problem, the performance of DAODE was not outstanding and only outperformed the OBL variants on $f_{10}$ for $30 D$ and $f_{7}$ for $50 D$. Notably, DAODE had a significant effect on the hybrid and composition functions of $30 D$. However, when $D=50$, although the results of DAODE are not optimal, it can be observed from the data in Table 8 that DAODE is extremely close to the OBL variants with the optimal solution. In addition, the results from the sign test (" $+/=/-$ ") can be obtained such that the comprehensive performance of DAODE outperforms each OBL variant and has a significant effect compared to ODE, QODE, GODE, RODE, PODE, SODE, OCDE, and COODE, which verifies the robustness of the dynamically allocated OBL mechanism proposed in this study.

### 4.4. Results of statistic tests

In recent years, statistical tests have been widely used in the field of computational intelligence to further evaluate the performance of algorithms and determine whether the proposed algorithm is significantly different from existing state of the art algorithms [63]. In this study, two nonparametric tests, the Wilcoxon and Friedman tests, were used to verify whether DAODE is improved compared to state of the art algorithms.

Table 6. The comparison results of DAODE and state of the art algorithms on CEC2017 benchmark suite ( $D=50$ ).

| Fun. |  | JaDE | ACDE/F | OMLDE | DODE | OBA | NBODE | GODE | DAODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | Mean | $1.94 \mathrm{E}+11(8+)$ | $1.24 \mathrm{E}+10(6+)$ | $2.83 \mathrm{E}+09(5+)$ | $3.09 \mathrm{E}+00$ (2+ | $1.45 \mathrm{E}+09(4+)$ | $8.50 \mathrm{E}+10(7+)$ | $1.61 \mathrm{E}+01(3+)$ | 5.45E-14(1) |
|  | Std. | $3.39 \mathrm{E}+10$ | $2.59 \mathrm{E}+09$ | $2.09 \mathrm{E}+09$ | $1.40 \mathrm{E}+01$ | $6.00 \mathrm{E}+08$ | $8.61 \mathrm{E}+09$ | $4.98 \mathrm{E}+01$ | 7.75E-14 |
| $f_{3}$ | Mean | $6.20 \mathrm{E}+05(7+)$ | 8.35E+04(2+ | $9.20 \mathrm{E}+04(4+)$ | $8.43 \mathrm{E}+04(3$ | $1.18 \mathrm{E}+06(8+)$ | $1.45 \mathrm{E}+05(6+)$ | $9.53 \mathrm{E}+04(5+)$ | $4.52 \mathrm{E}+03$ (1) |
|  | Std. | $1.74 \mathrm{E}+05$ | $1.35 \mathrm{E}+04$ | $1.60 \mathrm{E}+04$ | $1.99 \mathrm{E}+04$ | $1.77 \mathrm{E}+06$ | $1.11 \mathrm{E}+04$ | $1.49 \mathrm{E}+04$ | $2.28 \mathrm{E}+03$ |
| $f_{4}$ | Mean | 6.13E+04(8+) | $1.45 \mathrm{E}+03(6+$ | $4.73 \mathrm{E}+02(5+)$ | $7.02 \mathrm{E}+01(3$ | $4.63 \mathrm{E}+02(4+)$ | $2.31 \mathrm{E}+04(7+$ ) | $6.51 \mathrm{E}+01(2=)$ | 5.85E+01(1) |
|  | Std. | $1.80 \mathrm{E}+04$ | $4.72 \mathrm{E}+02$ | $1.10 \mathrm{E}+02$ | $5.26 \mathrm{E}+01$ | $8.52 \mathrm{E}+01$ | $5.50 \mathrm{E}+03$ | $5.30 \mathrm{E}+01$ | $4.93 \mathrm{E}+01$ |
| $f_{5}$ | Mean | $1.04 \mathrm{E}+03(8+$ ) | $1.98 \mathrm{E}+02(1=)$ | $3.53 \mathrm{E}+02(5=)$ | $3.52 \mathrm{E}+02(3=)$ | $4.94 \mathrm{E}+02(6+)$ | $6.30 \mathrm{E}+02(7+$ ) | $3.52 \mathrm{E}+02(4=)$ | $3.22 \mathrm{E}+02(2)$ |
|  | Std. | $5.63 \mathrm{E}+01$ | $2.61 \mathrm{E}+01$ | $1.73 \mathrm{E}+01$ | $1.11 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.15 \mathrm{E}+01$ | $1.26 \mathrm{E}+01$ | $7.85 \mathrm{E}+01$ |
| $f_{6}$ | Mean | $1.27 \mathrm{E}+02(8+$ | $1.96 \mathrm{E}+01(5+$ | $1.19 \mathrm{E}+01(4+$ | 6.15E-07(2-) | $6.48 \mathrm{E}+01(6+)$ | $9.60 \mathrm{E}+01(7+$ ) | 3.99E-08(1-) | 4.42E-04(3) |
|  | Std. | $8.58 \mathrm{E}+00$ | $2.79 \mathrm{E}+00$ | $3.98 \mathrm{E}+00$ | $2.32 \mathrm{E}-06$ | $7.33 \mathrm{E}+00$ | $4.71 \mathrm{E}+00$ | 1.17E-07 | $1.48 \mathrm{E}-03$ |
| $f_{7}$ | Mean | $4.12 \mathrm{E}+03(8+$ ) | $3.83 \mathrm{E}+02(1=$ | $4.44 \mathrm{E}+02(5=)$ | $4.08 \mathrm{E}+02(4$ | $5.92 \mathrm{E}+02(6+)$ | $1.22 \mathrm{E}+03(7+)$ | $4.00 \mathrm{E}+02(3=)$ | $3.90 \mathrm{E}+02(2)$ |
|  | Std. | $4.48 \mathrm{E}+02$ | 5.71E+01 | $2.33 \mathrm{E}+01$ | $1.02 \mathrm{E}+01$ | $3.57 \mathrm{E}+01$ | $7.07 \mathrm{E}+01$ | $1.29 \mathrm{E}+01$ | $1.43 \mathrm{E}+01$ |
| $f_{8}$ | Mean | $1.03 \mathrm{E}+03(8+)$ | 2.06E+02(1-) | $3.56 \mathrm{E}+02(5=$ | $3.53 \mathrm{E}+02(4$ | $5.16 \mathrm{E}+02(6+$ | $6.58 \mathrm{E}+02(7$ | $3.50 \mathrm{E}+02(3=)$ | $3.25 \mathrm{E}+02(2)$ |
|  | Std. | $8.38 \mathrm{E}+01$ | 2.16E+01 | $1.62 \mathrm{E}+01$ | $1.19 \mathrm{E}+01$ | $2.54 \mathrm{E}+01$ | $3.07 \mathrm{E}+01$ | $1.21 \mathrm{E}+01$ | $5.47 \mathrm{E}+01$ |
| $f_{9}$ | Mean | $6.99 \mathrm{E}+04(8+$ | $3.81 \mathrm{E}+03(5$ | $5.00 \mathrm{E}+02(4$ | 6.36E-02(1-) | $1.34 \mathrm{E}+04(6$ | $3.21 \mathrm{E}+04(7$ | 1.82E-01(2-) | $2.30 \mathrm{E}+00$ (3) |
|  | Std. | $9.58 \mathrm{E}+03$ | $1.09 \mathrm{E}+03$ | $2.37 \mathrm{E}+02$ | 1.97E-01 | $3.24 \mathrm{E}+03$ | $2.44 \mathrm{E}+03$ | $8.32 \mathrm{E}-01$ | $7.87 \mathrm{E}+00$ |
| $f_{10}$ | Mean | $1.33 \mathrm{E}+04(7$ | $6.53 \mathrm{E}+03(1-$ | $1.31 \mathrm{E}+04(6$ | $1.30 \mathrm{E}+04(5$ | 1.42E+04(8) | $1.27 \mathrm{E}+04$ (2 | $1.30 \mathrm{E}+04$ ( | $1.27 \mathrm{E}+04(3)$ |
|  | Std. | $1.26 \mathrm{E}+03$ | $3.80 \mathrm{E}+02$ | $3.83 \mathrm{E}+02$ | $4.26 \mathrm{E}+02$ | $3.62 \mathrm{E}+02$ | $5.10 \mathrm{E}+02$ | $7.03 \mathrm{E}+02$ | $1.02 \mathrm{E}+03$ |
| $f_{11}$ | Mean | $5.39 \mathrm{E}+04(8$ | $4.53 \mathrm{E}+03(6$ | $2.48 \mathrm{E}+02(4$ | $1.34 \mathrm{E}+02$ (2 | $3.17 \mathrm{E}+03(5$ | $1.55 \mathrm{E}+04$ (7 | $1.38 \mathrm{E}+02$ (3 | 5.63E+01(1) |
|  | Std. | $1.13 \mathrm{E}+04$ | $1.52 \mathrm{E}+03$ | $5.06 \mathrm{E}+01$ | $3.34 \mathrm{E}+01$ | $1.26 \mathrm{E}+03$ | $2.99 \mathrm{E}+03$ | $2.70 \mathrm{E}+01$ | $1.84 \mathrm{E}+01$ |
| $f_{12}$ | Mean | $7.14 \mathrm{E}+10(8+)$ | $2.04 \mathrm{E}+09(6+$ | $3.02 \mathrm{E}+08$ (4+ | $5.53 \mathrm{E}+04(2$ | $4.96 \mathrm{E}+08$ (5 | $4.81 \mathrm{E}+10(7+$ | 5.92E+04(3) | $3.72 \mathrm{E}+04(1)$ |
|  | Std. | $1.75 \mathrm{E}+10$ | $1.02 \mathrm{E}+09$ | $1.94 \mathrm{E}+08$ | $3.03 \mathrm{E}+04$ | $2.39 \mathrm{E}+08$ | $1.39 \mathrm{E}+10$ | $4.34 \mathrm{E}+04$ | 3.58E+04 |
| $f_{13}$ | Mean | $4.12 \mathrm{E}+10(8+$ | $6.53 \mathrm{E}+08(6$ | $7.03 \mathrm{E}+03(4$ | $2.94 \mathrm{E}+02(1$ | $4.32 \mathrm{E}+06$ (5 | $2.29 \mathrm{E}+10(7$ | $3.34 \mathrm{E}+02(2-)$ | 1.62E+03(3) |
|  | Std. | $1.44 \mathrm{E}+10$ | $5.55 \mathrm{E}+08$ | $5.05 \mathrm{E}+03$ | 7.91E+01 | $2.09 \mathrm{E}+06$ | $7.79 \mathrm{E}+09$ | $1.78 \mathrm{E}+02$ | $6.79 \mathrm{E}+03$ |
| $f_{14}$ | Mean | $5.65 \mathrm{E}+07(8$ | $1.94 \mathrm{E}+06(5$ | $3.28 \mathrm{E}+03(4$ | $1.26 \mathrm{E}+02(1$ | $7.47 \mathrm{E}+06$ (6 | $3.05 \mathrm{E}+07(7$ | $1.26 \mathrm{E}+02(2=)$ | $1.29 \mathrm{E}+02$ (3) |
|  | Std. | $2.43 \mathrm{E}+07$ | $1.31 \mathrm{E}+06$ | $5.54 \mathrm{E}+03$ | 8.01E+00 | $5.21 \mathrm{E}+06$ | $1.74 \mathrm{E}+07$ | $6.26 \mathrm{E}+00$ | $3.80 \mathrm{E}+01$ |
| $f_{15}$ | Mean | $1.76 \mathrm{E}+10(8$ | $6.48 \mathrm{E}+07(6$ | $1.11 \mathrm{E}+03(4$ | $1.10 \mathrm{E}+02(2$ | $1.14 \mathrm{E}+07(5$ | $3.63 \mathrm{E}+09(7$ | $1.11 \mathrm{E}+02(3$ | 6.09E+01(1) |
|  | Std. | $6.09 \mathrm{E}+09$ | $7.48 \mathrm{E}+07$ | $1.65 \mathrm{E}+03$ | $6.87 \mathrm{E}+00$ | $1.98 \mathrm{E}+07$ | $2.00 \mathrm{E}+09$ | $6.17 \mathrm{E}+00$ | $6.83 \mathrm{E}+01$ |
| $f_{16}$ | Mean | 8.14E+03(8 | $1.67 \mathrm{E}+03(2$ | $2.02 \mathrm{E}+03(3$ | $2.42 \mathrm{E}+03(5$ | $3.75 \mathrm{E}+03(6$ | $6.20 \mathrm{E}+03(7$ | $2.19 \mathrm{E}+03(4$ | $1.08 \mathrm{E}+03(1)$ |
|  | Std. | $1.49 \mathrm{E}+03$ | $3.38 \mathrm{E}+02$ | $6.92 \mathrm{E}+02$ | $7.26 \mathrm{E}+02$ | $3.39 \mathrm{E}+02$ | $6.98 \mathrm{E}+02$ | 7.99E+02 | $1.06 \mathrm{E}+03$ |
| $f_{17}$ | Mean | $2.70 \mathrm{E}+05(8$ | $1.08 \mathrm{E}+03(3$ | $6.33 \mathrm{E}+02(1$ | $1.10 \mathrm{E}+03(5$ | $2.55 \mathrm{E}+03$ (6 | $4.10 \mathrm{E}+03(7+$ | $1.08 \mathrm{E}+03(4$ | $8.04 \mathrm{E}+02(2)$ |
|  | Std. | $2.73 \mathrm{E}+05$ | $2.14 \mathrm{E}+02$ | $3.36 \mathrm{E}+02$ | $5.38 \mathrm{E}+02$ | $2.95 \mathrm{E}+02$ | $1.04 \mathrm{E}+03$ | $4.64 \mathrm{E}+02$ | $5.68 \mathrm{E}+02$ |
| $f_{18}$ | Mean | $2.16 \mathrm{E}+08$ (8 | 4.16E+06(5 | 2.28E+04(4 | $6.65 \mathrm{E}+02(1$ | $5.37 \mathrm{E}+07(6$ | $6.42 \mathrm{E}+07(7+$ | $5.71 \mathrm{E}+02(2$ | $1.05 \mathrm{E}+03$ (3) |
|  | Std. | $1.24 \mathrm{E}+08$ | $3.19 \mathrm{E}+06$ | $1.43 \mathrm{E}+04$ | $7.23 \mathrm{E}+02$ | $3.28 \mathrm{E}+07$ | $3.35 \mathrm{E}+07$ | $3.52 \mathrm{E}+02$ | $1.19 \mathrm{E}+03$ |
| $f_{19}$ | Mean | $6.78 \mathrm{E}+09(8$ | $1.25 \mathrm{E}+07(6$ | $1.86 \mathrm{E}+03(4$ | $5.90 \mathrm{E}+01(2$ | $3.82 \mathrm{E}+05(5$ | $1.67 \mathrm{E}+09(7+$ | $6.33 \mathrm{E}+01$ (3 | 3.96E+01(1) |
|  | Std. | $2.25 \mathrm{E}+09$ | $1.97 \mathrm{E}+07$ | $1.78 \mathrm{E}+03$ | $1.19 \mathrm{E}+01$ | $1.35 \mathrm{E}+06$ | $7.18 \mathrm{E}+08$ | $4.25 \mathrm{E}+00$ | $2.48 \mathrm{E}+01$ |
| $f_{20}$ | Mean | $2.91 \mathrm{E}+03(8$ | $8.37 \mathrm{E}+02(2$ | $9.01 \mathrm{E}+02(3$ | $9.50 \mathrm{E}+02(4$ | $1.98 \mathrm{E}+03$ (7 | $1.79 \mathrm{E}+03(6$ | $1.01 \mathrm{E}+03(5$ | $5.27 \mathrm{E}+02(1)$ |
|  | Std. | $2.74 \mathrm{E}+02$ | $2.54 \mathrm{E}+02$ | $4.31 \mathrm{E}+02$ | $4.89 \mathrm{E}+02$ | $1.75 \mathrm{E}+02$ | $1.57 \mathrm{E}+02$ | $3.85 \mathrm{E}+02$ | $5.20 \mathrm{E}+02$ |
| $f_{21}$ | Mean | $1.24 \mathrm{E}+03(8$ | 4.04E+02(1-) | $5.54 \mathrm{E}+02$ (4 | $5.55 \mathrm{E}+02(5$ | $6.68 \mathrm{E}+02(6$ | $9.52 \mathrm{E}+02(7$ | $5.51 \mathrm{E}+02$ (3 | $5.14 \mathrm{E}+02(2)$ |
|  | Std. | $6.96 \mathrm{E}+01$ | $2.78 \mathrm{E}+01$ | $2.39 \mathrm{E}+01$ | $1.31 \mathrm{E}+01$ | $3.06 \mathrm{E}+01$ | $5.87 \mathrm{E}+01$ | $1.69 \mathrm{E}+01$ | $6.65 \mathrm{E}+01$ |
| $f_{22}$ | Mean | $1.44 \mathrm{E}+04(8$ | 7.35E+03(1-) | $1.06 \mathrm{E}+04$ (3 | $1.34 \mathrm{E}+04(5$ | $1.42 \mathrm{E}+04(7$ | $1.38 \mathrm{E}+04(6$ | $1.33 \mathrm{E}+04(4$ | $8.12 \mathrm{E}+03$ (2) |
|  | Std. | $1.01 \mathrm{E}+03$ | $7.77 \mathrm{E}+02$ | $5.27 \mathrm{E}+03$ | $3.16 \mathrm{E}+02$ | $4.00 \mathrm{E}+02$ | $6.96 \mathrm{E}+02$ | $3.52 \mathrm{E}+02$ | $6.21 \mathrm{E}+03$ |
| $f_{23}$ | Mean | $1.66 \mathrm{E}+03(7+)$ | $7.16 \mathrm{E}+02(2+$ | $8.02 \mathrm{E}+02(5+$ | $7.72 \mathrm{E}+02(3$ | $9.31 \mathrm{E}+02(6$ | $2.07 \mathrm{E}+03(8$ | $7.76 \mathrm{E}+02(4$ | $5.83 \mathrm{E}+02(1)$ |
|  | Std. | $1.88 \mathrm{E}+02$ | $3.47 \mathrm{E}+01$ | $2.34 \mathrm{E}+01$ | $1.51 \mathrm{E}+01$ | $4.18 \mathrm{E}+01$ | $3.42 \mathrm{E}+02$ | $1.45 \mathrm{E}+01$ | $1.43 \mathrm{E}+02$ |
| $f_{24}$ | Mean | $1.53 \mathrm{E}+03(7+)$ | $9.27 \mathrm{E}+02(5+)$ | $8.61 \mathrm{E}+02(4+$ | $8.47 \mathrm{E}+02(3$ | $1.04 \mathrm{E}+03(6+)$ | $2.04 \mathrm{E}+03(8+)$ | $8.46 \mathrm{E}+02(2=)$ | $7.81 \mathrm{E}+02(1)$ |
|  | Std. | $1.76 \mathrm{E}+02$ | $1.57 \mathrm{E}+02$ | $2.35 \mathrm{E}+01$ | $1.12 \mathrm{E}+01$ | $3.83 \mathrm{E}+01$ | $2.43 \mathrm{E}+02$ | $1.31 \mathrm{E}+01$ | $1.08 \mathrm{E}+02$ |
| $f_{25}$ | Mean | $3.42 \mathrm{E}+04(8+)$ | $2.06 \mathrm{E}+03(6+)$ | $9.01 \mathrm{E}+02(5+$ | $4.92 \mathrm{E}+02(2$ | $6.62 \mathrm{E}+02(4$ | $9.17 \mathrm{E}+03(7+)$ | $4.89 \mathrm{E}+02(1=)$ | $5.09 \mathrm{E}+02$ (3) |
|  | Std. | $1.00 \mathrm{E}+04$ | $3.61 \mathrm{E}+02$ | $2.23 \mathrm{E}+02$ | $2.60 \mathrm{E}+01$ | $6.74 \mathrm{E}+01$ | $1.09 \mathrm{E}+03$ | $2.50 \mathrm{E}+01$ | $3.81 \mathrm{E}+01$ |
| $f_{26}$ | Mean | $1.56 \mathrm{E}+04(8+)$ | $4.36 \mathrm{E}+03(4+$ | $4.14 \mathrm{E}+03(2+$ | $4.34 \mathrm{E}+03(3$ | $6.30 \mathrm{E}+03(6+)$ | $1.27 \mathrm{E}+04(7+$ | $4.40 \mathrm{E}+03(5+)$ | $1.72 \mathrm{E}+03(1)$ |
|  | Std. | $2.34 \mathrm{E}+03$ | $4.96 \mathrm{E}+02$ | $6.90 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $5.81 \mathrm{E}+02$ | $6.67 \mathrm{E}+02$ | $1.92 \mathrm{E}+02$ | $1.60 \mathrm{E}+02$ |
| $f_{27}$ | Mean | $1.34 \mathrm{E}+03(7+$ ) | $1.19 \mathrm{E}+03(6+$ ) | $7.76 \mathrm{E}+02(5+)$ | $5.00 \mathrm{E}+02(1-)$ | $5.00 \mathrm{E}+02$ (2-) | 3.88E+03(8+ | $5.56 \mathrm{E}+02(3=)$ | $5.90 \mathrm{E}+02(4)$ |
|  | Std. | $2.33 \mathrm{E}+02$ | $1.64 \mathrm{E}+02$ | $7.31 \mathrm{E}+01$ | $1.37 \mathrm{E}+00$ | $6.19 \mathrm{E}-05$ | $8.30 \mathrm{E}+02$ | $8.08 \mathrm{E}+01$ | $4.48 \mathrm{E}+01$ |
| $f_{28}$ | Mean | $1.12 \mathrm{E}+04(8+)$ | $2.30 \mathrm{E}+03(6+)$ | $8.83 \mathrm{E}+02(5+)$ | $4.88 \mathrm{E}+02$ (3=) | $5.00 \mathrm{E}+02(4=$ ) | $7.76 \mathrm{E}+03(7+)$ | $4.66 \mathrm{E}+02(1=)$ | $4.77 \mathrm{E}+02(2)$ |
|  | Std. | $2.99 \mathrm{E}+03$ | $8.57 \mathrm{E}+02$ | $1.56 \mathrm{E}+02$ | $1.93 \mathrm{E}+01$ | $5.25 \mathrm{E}-05$ | $7.68 \mathrm{E}+02$ | $1.79 \mathrm{E}+01$ | $2.33 \mathrm{E}+01$ |
| $f_{29}$ | Mean | $3.33 \mathrm{E}+04(8+)$ | $1.80 \mathrm{E}+03(5+)$ | $1.47 \mathrm{E}+03(4+)$ | $1.09 \mathrm{E}+03(3+$ | $3.15 \mathrm{E}+03(6+)$ | $1.53 \mathrm{E}+04(7+)$ | $9.18 \mathrm{E}+02(2+)$ | $4.30 \mathrm{E}+02(1)$ |
|  | Std. | $3.77 \mathrm{E}+04$ | $2.63 \mathrm{E}+02$ | $3.83 \mathrm{E}+02$ | $5.33 \mathrm{E}+02$ | $3.82 \mathrm{E}+02$ | $5.71 \mathrm{E}+03$ | $5.21 \mathrm{E}+02$ | $9.93 \mathrm{E}+01$ |
| $f_{30}$ | Mean | $7.76 \mathrm{E}+09(8+)$ | $1.10 \mathrm{E}+08(6+$ ) | $2.52 \mathrm{E}+06$ (4+ | 5.94E+05(1-) | $4.60 \mathrm{E}+06(5+)$ | $2.94 \mathrm{E}+09$ (7+) | 5.95E+05(2-) | $6.44 \mathrm{E}+05$ (3) |
|  | Std. | $2.75 \mathrm{E}+09$ | $5.85 \mathrm{E}+07$ | $4.75 \mathrm{E}+05$ | 2.34E+04 | $6.59 \mathrm{E}+06$ | $1.23 \mathrm{E}+09$ | $2.32 \mathrm{E}+04$ | $5.90 \mathrm{E}+04$ |
| "+/=/-" |  | 29/0/0 | 21/3/4 | 23/5/1 | 14/8/7 | 26/3/0 | 28/1/0 | 15/11/3 | - |

### 4.4.1. Wilcoxon-test results

The Wilcoxon test tests whether there is a significant difference between two datasets. In this study, a significance level of 0.05 was used to test the difference between DAODE and other algorithms,


Figure 7. The convergence curves of 30 independent runs for the comparison algorithm on CEC2017 benchmark suite ( $D=50$ ).
and the comparison results between DAODE and the state of the art algorithms, OBL variants, are respectively presented in Tables 9 and 10. Terms $R^{+}$and $R^{-}$denote the sum of the rankings that DAODE outperforms or underperforms the competitors, respectively, and when the $p$-value is less than 0.05 it implies that DAODE is significantly different from the competitors. The computational formulas for them can be found in [63].

From the results in Table 9, it can be observed that the $R^{+}$values of DAODE compared to the competitors are much larger than the $R^{-}$values whenever $D=30$ or $D=50$, and the $p$-values are also less than 0.05 . Therefore, DAODE differs significantly from these algorithms, which corresponds to the comparison results in Section 4.3.1. Furthermore, this study exhibited significant differences between the DAODE and OBL variants (Table 10). When $D=30$, it can be observed that DAODE outperforms all the OBL variants according to the values of $R^{+}, R^{-}$, and $p$-value. However, when


Figure 8. The boxplots of 30 independent runs for the comparison algorithm on CEC2017 benchmark suite ( $D=50$ ).
$D=50$, although the $R^{+}$values of DAODE were greater than the $R^{-}$values compared to the QROBL, FQROBL, and COBL variants, the $p$-values were all greater than 0.05 ; thus, there was no significant difference between DAODE and these three variants. Overall, it can be concluded that DAODE is effective for high-dimensional problems.

### 4.4.2. Friedman-test results

The Friedman test determines whether a significant difference exists between the algorithms using rank. The test results of DAODE with the state of the art algorithms and the OBL variants are summarized in Tables 11 and 12, respectively. Note that "ARV" is the average ranking value of each algorithm in the CEC2017 benchmark suite. For ease of observation, the "ARV" values are ranked to obtain the actual ranking values denoted as "Rank", where a smaller "Rank" value implies better algorithm performance.

From the data in the table, it can be observed that DAODE is ranked first in both tables, indicating that its overall performance is better than that of several state of the art algorithms and OBL variants. In addition, as the problem dimension increases, the ranking of DAODE remains at the top position, although the "ARV" of DAODE becomes larger, and the performance may decrease. Thus, the overall performance of DAODE was significantly better than that of the other algorithms.

Table 7. The comparison results of DAODE with various OBLs on CEC2017 benchmark suite ( $D=30$ ).

| Fu |  | ODE | QODE | QRODE | EODE | REODE | FQRODE | GODE | RODE | CODE | PODE | SODE | OCDE | COODE | DAODE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | M | 8.53 E | $3.79 \mathrm{E}-1$ | $4.26 \mathrm{E}-1.5$ | 5.68 | $5.21 \mathrm{E}-15$ | $2.46 \mathrm{E}-14($ | 1.2 | 5.6 | $6.63 \mathrm{E}-$ | $9.00 \mathrm{E}-15(=)$ | 5.2 | $6.63 \mathrm{E}-15(=)$ | $3.39 \mathrm{E}+00(+)$ | 9.47E-16 |
|  |  | 7.08E | 6.39 | 6.6 | 7.08 | 6.97 | 8.98 | $2.99 \mathrm{E}+1$ | 7.08 | $7.21 \mathrm{E}-1$ | 6.97 | $6.97 \mathrm{E}-$ | $7.21 \mathrm{E}-15$ | 1.86 E | $3.61 \mathrm{E}-15$ |
| $f_{3}$ | Mean | 7.15E+01(+) | 7.38E+01(+) | $5.78 \mathrm{E}+02(+$ | $6.63 \mathrm{E}+01(+)$ | $5.48 \mathrm{E}+01(+)$ | $1.03 \mathrm{E}+01$ (+ | $4.03 \mathrm{E}+01(+)$ | $4.58 \mathrm{E}+01(+$ | $1.26 \mathrm{E}+02(+$ | $9.48 \mathrm{E}+01(+$ | $7.44 \mathrm{E}+01($ | $3.73 \mathrm{E}+01(+$ | $7.80 \mathrm{E}+02(+)$ | $1.25 \mathrm{E}-12$ |
|  | Std. | $1.17 \mathrm{E}+02$ | $6.81 \mathrm{E}+01$ | $2.74 \mathrm{E}+03$ | $1.02 \mathrm{E}+02$ | $6.20 \mathrm{E}+01$ | $1.28 \mathrm{E}+01$ | $7.93 \mathrm{E}+01$ | $3.29 \mathrm{E}+01$ | $1.36 \mathrm{E}+02$ | $7.88 \mathrm{E}+01$ | $7.98 \mathrm{E}+01$ | $3.67 \mathrm{E}+01$ | $6.67 \mathrm{E}+02$ | $4.82 \mathrm{E}-12$ |
|  | Mean | $5.87 \mathrm{E}+01$ (=) | $5.87 \mathrm{E}+01(=)$ | $2.43 \mathrm{E}+02(+)$ | $5.91 \mathrm{E}+01(=)$ | $5.89 \mathrm{E}+01(=)$ | $4.04 \mathrm{E}+02$ (+ | 6.46E+01(+ | $5.95 \mathrm{E}+01$ (= | $5.66 \mathrm{E}+01$ ( | $5.66 \mathrm{E}+01($ | 5.86E+01( | $5.93 \mathrm{E}+01$ (= | $8.59 \mathrm{E}+01($ | $5.65 \mathrm{E}+01$ |
| $f_{4}$ | Std. | $1.01 \mathrm{E}+00$ | $1.01 \mathrm{E}+00$ | $1.07 \mathrm{E}+03$ | $1.70 \mathrm{E}+00$ | $1.41 \mathrm{E}+00$ | $2.05 \mathrm{E}+03$ | $1.49 \mathrm{E}+01$ | $2.11 \mathrm{E}+00$ | $1.07 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ | $1.04 \mathrm{E}-13$ | $1.92 \mathrm{E}+00$ | $1.01 \mathrm{E}+00$ | $1.56 \mathrm{E}+01$ |
|  | M | $1.75 \mathrm{E}+02(+$ | 1.63 E | 1.46E+ | $1.76 \mathrm{E}+0$ | $1.82 \mathrm{E}+0$ | $1.18 \mathrm{E}+02(-$ | $1.54 \mathrm{E}+02($ | $1.81 \mathrm{E}+02(+)$ | $1.69 \mathrm{E}+02$ | $1.81 \mathrm{E}+02$ | $1.75 \mathrm{E}+02($ | $1.78 \mathrm{E}+02($ | $1.75 \mathrm{E}+02($ | $1.69 \mathrm{E}+02$ |
| $f_{5}$ |  | $1.05 \mathrm{E}+01$ | 3.33 E | 5.48 | 1.5 | 8.78 | 5.8 | 1.07 E | 8.84 | $1.14 \mathrm{E}+01$ | 9.61 | $8.85 \mathrm{E}+00$ | 9.35 | $1.04 \mathrm{E}+01$ | 0 |
|  | Me | $4.93 \mathrm{E}-10$ | $9.37 \mathrm{E}-10$ | $8.60 \mathrm{E}-1$ | $1.35 \mathrm{E}-09$ | $1.60 \mathrm{E}-10$ | $3.51 \mathrm{E}-01($ | 4.92E-02( | $2.65 \mathrm{E}-10$ | $3.52 \mathrm{E}-09$ | $6.55 \mathrm{E}-10($ | $2.33 \mathrm{E}-10$ | 3.93 E | $1.73 \mathrm{E}-08$ | $1.11 \mathrm{E}-03$ |
| $f_{6}$ | Std. | $1.23 \mathrm{E}-09$ | $1.65 \mathrm{E}-09$ | $1.70 \mathrm{E}-09$ | $6.65 \mathrm{E}-09$ | $2.10 \mathrm{E}-10$ | $1.66 \mathrm{E}+00$ | $2.64 \mathrm{E}-01$ | $4.84 \mathrm{E}-10$ | 9.30E-09 | $9.03 \mathrm{E}-10$ | $4.05 \mathrm{E}-10$ | $1.33 \mathrm{E}-09$ | $4.75 \mathrm{E}-08$ | 6.08E-03 |
| $f_{7}$ | Mear | 2.12E+02( $=$ | $2.06 \mathrm{E}+02(=$ | $2.13 \mathrm{E}+02$ ( $=$ | $2.11 \mathrm{E}+02(=$ | $2.08 \mathrm{E}+02(=$ | $2.06 \mathrm{E}+02(=$ | $1.95 \mathrm{E}+02($ | $2.07 \mathrm{E}+02(=$ | $2.07 \mathrm{E}+02($ | $2.09 \mathrm{E}+02($ | $2.11 \mathrm{E}+02($ | $2.12 \mathrm{E}+02($ | $2.10 \mathrm{E}+02($ | $1.99 \mathrm{E}+02$ |
|  | Std. | $8.54 \mathrm{E}+00$ | $1.11 \mathrm{E}+01$ | $9.24 \mathrm{E}+00$ | $8.99 \mathrm{E}+00$ | $7.59 \mathrm{E}+00$ | $2.78 \mathrm{E}+01$ | $1.54 \mathrm{E}+02$ | $1.03 \mathrm{E}+01$ | $1.08 \mathrm{E}+01$ | $1.47 \mathrm{E}+01$ | $9.24 \mathrm{E}+00$ | $9.41 \mathrm{E}+00$ | $1.18 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ |
|  | Mean | $1.78 \mathrm{E}+02(+$ | $1.76 \mathrm{E}+02$ (+ | 8.02E+01(-) | $1.78 \mathrm{E}+02(+$ | $1.80 \mathrm{E}+02(+$ | 7.59E+01(-) | 1.50E+02(-) | $1.77 \mathrm{E}+02(+$ | $1.58 \mathrm{E}+02($ | $1.83 \mathrm{E}+02(+$ | $1.80 \mathrm{E}+02($ | $1.81 \mathrm{E}+02($ | $1.79 \mathrm{E}+02($ | $1.66 \mathrm{E}+02$ |
| $f_{8}$ | Std. | $7.84 \mathrm{E}+00$ | $1.26 \mathrm{E}+01$ | $5.14 \mathrm{E}+01$ | $9.99 \mathrm{E}+$ | $8.75 \mathrm{E}+00$ | 4.21E+01 | $9.25 \mathrm{E}+01$ | $1.26 \mathrm{E}+01$ | $3.83 \mathrm{E}+01$ | $1.01 \mathrm{E}+01$ | $8.47 \mathrm{E}+00$ | $9.61 \mathrm{E}+00$ | $1.04 \mathrm{E}+01$ | $9.66 \mathrm{E}+00$ |
|  | Mean | 0.00E+00(-) | $0.00 \mathrm{E}+$ | $3.79 \mathrm{E}-15$ | $0.00 \mathrm{E}+$ | $0.00 \mathrm{E}+$ | $2.82 \mathrm{E}+02$ | $1.91 \mathrm{E}+01$ | 0.00E+00(-) | $3.79 \mathrm{E}-15$ | 3.79 E | 3.79 | 0.00 E | $0.00 \mathrm{E}+00$ | 2 |
| $f_{9}$ | Std. | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+$ | $2.08 \mathrm{E}-14$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+$ | $7.59 \mathrm{E}+02$ | $1.04 \mathrm{E}+02$ | $0.00 \mathrm{E}+00$ | $2.08 \mathrm{E}-14$ | $2.08 \mathrm{E}-14$ | $2.08 \mathrm{E}-14$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $1.71 \mathrm{E}-01$ |
| $f_{10}$ | Mear | 6.64E+03( | 6.61E+03( + | $6.66 \mathrm{E}+03($ | $6.34 \mathrm{E}+03(+$ | $6.59 \mathrm{E}+03(+$ | $6.24 \mathrm{E}+03(+$ | $5.66 \mathrm{E}+03(+$ | $6.51 \mathrm{E}+03(+)$ | $6.57 \mathrm{E}+03(+$ | $6.66 \mathrm{E}+03$ | $6.52 \mathrm{E}+03$ | $6.69 \mathrm{E}+03$ ( | 5.90E+03( | 5.87E+03 |
|  | Std. | $3.37 \mathrm{E}+02$ | $4.72 \mathrm{E}+02$ | $6.21 \mathrm{E}+02$ | $5.32 \mathrm{E}+02$ | 5.12E+02 | $1.12 \mathrm{E}+03$ | $1.59 \mathrm{E}+03$ | $4.54 \mathrm{E}+02$ | $6.18 \mathrm{E}+02$ | $3.90 \mathrm{E}+02$ | $5.92 \mathrm{E}+02$ | $3.51 \mathrm{E}+02$ | $1.15 \mathrm{E}+03$ | $1.19 \mathrm{E}+03$ |
| $f_{11}$ | Mear | 5.60E+01(+ | $6.68 \mathrm{E}+01(+)$ | $5.56 \mathrm{E}+01$ (+ | 7.17E+01(+ | 5.94E+01(+ | $6.13 \mathrm{E}+01$ (+ | 7.02E+01( + | $7.03 \mathrm{E}+01(+$ | 7.91E+01( | $6.42 \mathrm{E}+01(+$ | $7.14 \mathrm{E}+01($ | $6.51 \mathrm{E}+01($ | $6.14 \mathrm{E}+01($ | 3.08E+01 |
|  | Std. | $2.30 \mathrm{E}+01$ | $2.79 \mathrm{E}+01$ | $3.32 \mathrm{E}+01$ | $3.98 \mathrm{E}+01$ | $3.26 \mathrm{E}+01$ | $3.16 \mathrm{E}+01$ | $1.52 \mathrm{E}+02$ | $3.74 \mathrm{E}+01$ | $3.05 \mathrm{E}+01$ | $3.16 \mathrm{E}+01$ | $3.07 \mathrm{E}+01$ | $2.57 \mathrm{E}+01$ | $3.10 \mathrm{E}+01$ | 2.97E+01 |
|  | Mea | $9.05 \mathrm{E}+03(-)$ | $9.72 \mathrm{E}+03(-)$ | $1.04 \mathrm{E}+04(=$ | 1.13E+04(+) | $8.20 \mathrm{E}+03(-$ | $4.32 \mathrm{E}+08(+$ | $5.92 \mathrm{E}+04(+$ | $8.97 \mathrm{E}+03($ | $1.15 \mathrm{E}+04(+$ | $1.16 \mathrm{E}+04($ | $7.70 \mathrm{E}+03$ (- | $8.41 \mathrm{E}+03$ (-) | $7.91 \mathrm{E}+03($ | .02E+04 |
| $f_{12}$ |  | 7.97E+0 | 7.6 | 6. | , | 6. | $1.65 \mathrm{E}+09$ | $2.38 \mathrm{E}+05$ | $6.85 \mathrm{E}+03$ | $8.21 \mathrm{E}+03$ | 8.78 | 6.02E+03 | $8.55 \mathrm{E}+03$ | $7.00 \mathrm{E}+03$ | 04 |
|  | Mean | 7.96E+01(-) | 7.97 | 7.911 | $8.47 \mathrm{E}+01$ | $8.08 \mathrm{E}+$ | 8.37E+01( | $1.48 \mathrm{E}+08($ | $8.04 \mathrm{E}+01($ | $8.19 \mathrm{E}+01($ | $7.98 \mathrm{E}+01($ | 8.18 | 7.74E+01 | $8.38 \mathrm{E}+01(=$ | $8.66 \mathrm{E}+01$ |
| $f_{13}$ | Std. | $9.24 \mathrm{E}+00$ | 6.99 | 6.75 E | $1.83 \mathrm{E}+0$ | 6.88 E | $1.75 \mathrm{E}+01$ | $8.11 \mathrm{E}+08$ | $6.29 \mathrm{E}+00$ | $7.16 \mathrm{E}+0$ | 6.15E+00 | $7.75 \mathrm{E}+$ | $7.99 \mathrm{E}+00$ | $7.87 \mathrm{E}+00$ | $2.66 \mathrm{E}+01$ |
| $f_{14}$ | Mea | $6.33 \mathrm{E}+01(+$ | $6.30 \mathrm{E}+01(+$ | $6.56 \mathrm{E}+01(+$ | $6.25 \mathrm{E}+01(+$ | $6.36 \mathrm{E}+01(+$ | $6.41 \mathrm{E}+01(+$ | $5.36 \mathrm{E}+01($ | $6.34 \mathrm{E}+01($ | $6.50 \mathrm{E}+01(+$ | $6.21 \mathrm{E}+01(+$ | $6.17 \mathrm{E}+01($ | $6.36 \mathrm{E}+01($ | $6.38 \mathrm{E}+01(+$ | $5.01 \mathrm{E}+01$ |
|  |  | $4.75 \mathrm{E}+00$ | $4.75 \mathrm{E}+00$ | $4.12 \mathrm{E}+00$ | $5.21 \mathrm{E}+00$ | $4.17 \mathrm{E}+00$ | $4.34 \mathrm{E}+00$ | $3.49 \mathrm{E}+01$ | $5.85 \mathrm{E}+00$ | $5.18 \mathrm{E}+00$ | $6.47 \mathrm{E}+00$ | $7.66 \mathrm{E}+00$ | $5.64 \mathrm{E}+00$ | $4.20 \mathrm{E}+00$ | $1.53 \mathrm{E}+01$ |
| $f_{15}$ | Mea | 3.49E+01( + | $3.64 \mathrm{E}+01$ (+ | $3.83 \mathrm{E}+01$ ( + | $3.74 \mathrm{E}+01(+$ | 3.72E+01(+ | $3.68 \mathrm{E}+01(+$ | $2.51 \mathrm{E}+01(+$ | $3.65 \mathrm{E}+01(+$ | $3.68 \mathrm{E}+01(+$ | $3.51 \mathrm{E}+01(+$ | $3.41 \mathrm{E}+01(+$ | $3.51 \mathrm{E}+01($ | $3.68 \mathrm{E}+01(+$ | $1.54 \mathrm{E}+01$ |
|  | Std. | $9.00 \mathrm{E}+00$ | $7.13 \mathrm{E}+00$ | $6.51 \mathrm{E}+00$ | $6.82 \mathrm{E}+00$ | $6.23 \mathrm{E}+00$ | $6.75 \mathrm{E}+00$ | $1.59 \mathrm{E}+01$ | $5.90 \mathrm{E}+00$ | $4.68 \mathrm{E}+00$ | $6.24 \mathrm{E}+00$ | $9.57 \mathrm{E}+00$ | $9.42 \mathrm{E}+00$ | $5.70 \mathrm{E}+00$ | $3.60 \mathrm{E}+01$ |
| $f_{16}$ | Mean | $7.10 \mathrm{E}+0$ | $6.78 \mathrm{E}+$ | 4.91 E | 5.48 E | 6.75 | 6.03 | 6.06 | 7.13 | 4.17 | 5.34 | $6.18 \mathrm{E}+02($ | $6.20 \mathrm{E}+02($ | 5.80 | +02 |
|  | Std. | $4.34 \mathrm{E}+$ | 3.95E | 3.32 E | 4.17 E | 4.09 | 4.48 E | $3.52 \mathrm{E}+02$ | 4.17 | 1.99 | 3.88 | 4.3 | $4.93 \mathrm{E}+02$ | $3.89 \mathrm{E}+02$ | 3.17E+02 |
| $f_{17}$ | Mean | $9.22 \mathrm{E}+01(+$ | 9.31E+01(+) | $7.95 \mathrm{E}+01(=$ | $9.37 \mathrm{E}+01$ ( + | $1.07 \mathrm{E}+02(+$ | $1.26 \mathrm{E}+02(+$ | $1.01 \mathrm{E}+02(+$ | $9.84 \mathrm{E}+01(+$ | $1.10 \mathrm{E}+02($ | $1.03 \mathrm{E}+02($ | $1.31 \mathrm{E}+02($ | $8.68 \mathrm{E}+01$ ( | $8.47 \mathrm{E}+01($ | $7.45 \mathrm{E}+01$ |
|  |  | $3.51 \mathrm{E}+01$ | $3.18 \mathrm{E}+01$ | $2.77 \mathrm{E}+01$ | $4.59 \mathrm{E}+01$ | $5.04 \mathrm{E}+01$ | 9.65E+01 | $7.56 \mathrm{E}+01$ | $5.09 \mathrm{E}+01$ | $7.46 \mathrm{E}+01$ | $6.68 \mathrm{E}+01$ | $7.44 \mathrm{E}+01$ | $1.58 \mathrm{E}+01$ | $1.68 \mathrm{E}+01$ | $7.29 \mathrm{E}+01$ |
| $f_{18}$ | Mea | $3.66 \mathrm{E}+01(+$ | $3.69 \mathrm{E}+01(+$ | $3.76 \mathrm{E}+01(+$ | $3.72 \mathrm{E}+01(+$ | $3.67 \mathrm{E}+01(+$ | $3.53 \mathrm{E}+01(+$ | $1.23 \mathrm{E}+03(+)$ | $3.86 \mathrm{E}+01(+$ | $3.80 \mathrm{E}+01(+$ | $3.51 \mathrm{E}+01(+$ | $3.63 \mathrm{E}+01(+$ | $3.70 \mathrm{E}+01($ | $7.38 \mathrm{E}+02($ | $2.56 \mathrm{E}+01$ |
|  | Std. | $5.49 \mathrm{E}+00$ | $4.77 \mathrm{E}+00$ | $4.68 \mathrm{E}+00$ | $3.29 \mathrm{E}+00$ | $5.78 \mathrm{E}+00$ | $5.83 \mathrm{E}+00$ | $6.17 \mathrm{E}+03$ | $6.07 \mathrm{E}+00$ | $4.28 \mathrm{E}+00$ | $5.14 \mathrm{E}+00$ | $4.79 \mathrm{E}+00$ | $5.76 \mathrm{E}+00$ | $1.59 \mathrm{E}+03$ | $2.14 \mathrm{E}+00$ |
| $f_{19}$ | M | $2.11 \mathrm{E}+01$ (+ | $1.69 \mathrm{E}+01$ (+ | $1.44 \mathrm{E}+01$ ( + | $1.69 \mathrm{E}+01$ (+ | $1.61 \mathrm{E}+01(+$ | $1.75 \mathrm{E}+01(+$ | $2.47 \mathrm{E}+01(+$ | $1.63 \mathrm{E}+01(+$ | $1.75 \mathrm{E}+01(+$ | 1.65E+01( | $1.57 \mathrm{E}+01(+$ | $1.61 \mathrm{E}+01(+$ | $2.07 \mathrm{E}+01$ (+ | $7.34 \mathrm{E}+00$ |
|  | Std. | $5.93 \mathrm{E}+$ | 6.96 E | $6.09 \mathrm{E}+$ | $7.15 \mathrm{E}+$ | .53E+ | $6.76 \mathrm{E}+00$ | 4.77E+01 | $5.96 \mathrm{E}+00$ | 6.78 E | $6.31 \mathrm{E}+00$ | $6.39 \mathrm{E}+00$ | $6.45 \mathrm{E}+00$ | 6.02E+00 | $2.57 \mathrm{E}+00$ |
| $f_{20}$ | Mean | 7.09E+01( | 4.02 E | 4.94 E | 6.38 E | $5.18 \mathrm{E}+0$ | 7.17E+01( | $1.25 \mathrm{E}+02($ | $4.85 \mathrm{E}+01(+$ | $5.96 \mathrm{E}+01$ | 7.37E+01( | 4.15E+01( | $3.10 \mathrm{E}+01($ | $5.07 \mathrm{E}+01(+$ | $3.27 \mathrm{E}+01$ |
|  | Std. | $1.24 \mathrm{E}+02$ | $2.93 \mathrm{E}+01$ | $5.52 \mathrm{E}+01$ | $5.67 \mathrm{E}+01$ | $4.85 \mathrm{E}+01$ | $6.46 \mathrm{E}+01$ | $1.94 \mathrm{E}+02$ | $5.07 \mathrm{E}+01$ | $6.85 \mathrm{E}+01$ | $7.35 \mathrm{E}+01$ | $2.66 \mathrm{E}+01$ | $1.72 \mathrm{E}+01$ | $3.85 \mathrm{E}+01$ | 2.72E+01 |
| $f_{21}$ | Mea | $3.70 \mathrm{E}+02(+$ | $3.70 \mathrm{E}+02($ | $3.32 \mathrm{E}+02($ | $3.67 \mathrm{E}+02(+$ | $3.70 \mathrm{E}+02($ | $3.37 \mathrm{E}+02($ | $3.36 \mathrm{E}+02($ | $3.64 \mathrm{E}+02($ | $3.57 \mathrm{E}+02($ | $3.63 \mathrm{E}+02($ | $3.67 \mathrm{E}+02($ | $3.65 \mathrm{E}+02($ | $3.70 \mathrm{E}+02($ | $3.50 \mathrm{E}+02$ |
|  | Std. | $7.86 \mathrm{E}+00$ | $9.96 \mathrm{E}+00$ | 5.31E+01 | $1.24 \mathrm{E}+01$ | $1.02 \mathrm{E}+01$ | $7.74 \mathrm{E}+01$ | $9.18 \mathrm{E}+01$ | $8.49 \mathrm{E}+00$ | $2.87 \mathrm{E}+01$ | $1.02 \mathrm{E}+01$ | $1.06 \mathrm{E}+01$ | $1.05 \mathrm{E}+01$ | $8.29 \mathrm{E}+00$ | $2.75 \mathrm{E}+01$ |
| $f_{22}$ | M | $1.48 \mathrm{E}+03(+)$ | $1.00 \mathrm{E}+02(=)$ | $1.00 \mathrm{E}+02$ (= | $4.67 \mathrm{E}+03$ (+ | $2.91 \mathrm{E}+02(+$ | $1.00 \mathrm{E}+02$ (= | $8.56 \mathrm{E}+02(+$ | $3.62 \mathrm{E}+03(+$ | 1.00E+02( | $9.80 \mathrm{E}+02(+$ | $4.16 \mathrm{E}+03(+$ | $3.39 \mathrm{E}+02($ | $3.79 \mathrm{E}+03$ (+) | $1.00 \mathrm{E}+02$ |
|  | Std. | $2.81 \mathrm{E}+03$ | 0.00E+00 | $1.45 \mathrm{E}-13$ | $3.29 \mathrm{E}+03$ | $1.05 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $1.89 \mathrm{E}+03$ | $3.37 \mathrm{E}+03$ | $1.15 \mathrm{E}-13$ | $2.29 \mathrm{E}+03$ | $3.39 \mathrm{E}+03$ | $1.31 \mathrm{E}+03$ | $2.75 \mathrm{E}+03$ | 0.00E+00 |
| $f_{23}$ | Mean | $5.21 \mathrm{E}+02(+$ | 5.30E+02(+) | $5.25 \mathrm{E}+02$ (+ | $5.24 \mathrm{E}+02(+$ | $5.23 \mathrm{E}+02(+$ | $5.25 \mathrm{E}+02$ (+ | $4.94 \mathrm{E}+02(+$ | $5.24 \mathrm{E}+02(+$ | 5.02E+02( | 5.25E+02( | 5.26E+02( | $5.25 \mathrm{E}+02(+$ | $5.27 \mathrm{E}+02$ (+ | $4.58 \mathrm{E}+02$ |
|  | Std. | $9.91 \mathrm{E}+00$ | $1.16 \mathrm{E}+0$ | $1.10 \mathrm{E}+01$ | $1.07 \mathrm{E}+0$ | $1.09 \mathrm{E}+01$ | $1.36 \mathrm{E}+01$ | $8.63 \mathrm{E}+01$ | $1.31 \mathrm{E}+01$ | $3.99 \mathrm{E}+01$ | $1.05 \mathrm{E}+01$ | $1.05 \mathrm{E}+01$ | $1.26 \mathrm{E}+01$ | $9.79 \mathrm{E}+00$ | $6.48 \mathrm{E}+01$ |
| $f_{24}$ |  | $5.91 \mathrm{E}+02(+$ | $5.93 \mathrm{E}+02$ | $5.91 \mathrm{E}+02$ | $5.96 \mathrm{E}+02$ | $5.95 \mathrm{E}+02(+$ | $5.90 \mathrm{E}+02(+$ | 5.48E+02(-) | 5.95E+02( | $5.93 \mathrm{E}+02(+)$ | $5.93 \mathrm{E}+02($ | $5.95 \mathrm{E}+02(+$ | $5.91 \mathrm{E}+02($ | $5.93 \mathrm{E}+02(+)$ | $5.64 \mathrm{E}+02$ |
|  |  | $1.09 \mathrm{E}+01$ | 9.22E+00 | $2.63 \mathrm{E}+01$ | $1.01 \mathrm{E}+01$ | $8.89 \mathrm{E}+00$ | $1.09 \mathrm{E}+01$ | $6.59 \mathrm{E}+01$ | $8.77 \mathrm{E}+00$ | $1.38 \mathrm{E}+01$ | $8.01 \mathrm{E}+00$ | $7.47 \mathrm{E}+00$ | $1.31 \mathrm{E}+01$ | $9.01 \mathrm{E}+00$ | $4.57 \mathrm{E}+01$ |
| $f_{25}$ | Mea | $3.87 \mathrm{E}+02($ | $3.87 \mathrm{E}+02($ | $4.01 \mathrm{E}+02(+$ | $3.87 \mathrm{E}+02($ | $3.87 \mathrm{E}+02($ | $4.32 \mathrm{E}+02(+$ | $5.99 \mathrm{E}+02(+$ | $3.87 \mathrm{E}+02($ | $3.87 \mathrm{E}+02(=$ | $3.87 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ | $3.87 \mathrm{E}+02($ | $3.87 \mathrm{E}+02(=)$ | $3.87 \mathrm{E}+02$ |
|  | Std. | 2.92E-02 | 3.07E-02 | $8.02 \mathrm{E}+01$ | $2.78 \mathrm{E}-02$ | 3.20E-02 | $2.56 \mathrm{E}+02$ | $1.16 \mathrm{E}+03$ | 3.16E-02 | $1.82 \mathrm{E}+00$ | 2.37E-02 | 3.02E-02 | $2.57 \mathrm{E}-02$ | 5.31E-02 | $3.79 \mathrm{E}-02$ |
| $f_{26}$ | Mean | 2.58E+03(+) | $2.71 \mathrm{E}+03(+)$ | $2.32 \mathrm{E}+03(+)$ | $2.57 \mathrm{E}+03$ (+ | $2.61 \mathrm{E}+03$ (+ | $1.59 \mathrm{E}+03$ (+ | $1.99 \mathrm{E}+03$ (+ | $2.61 \mathrm{E}+03$ (+ | 2.55E+03(+) | 2.62E+03( + | $2.58 \mathrm{E}+03(+$ | $2.60 \mathrm{E}+03(+$ | $2.59 \mathrm{E}+03(+)$ | $1.44 \mathrm{E}+03$ |
|  | Std. | $3.18 \mathrm{E}+02$ | $9.77 \mathrm{E}+01$ | $8.26 \mathrm{E}+02$ | $1.28 \mathrm{E}+02$ | $1.58 \mathrm{E}+02$ | $1.18 \mathrm{E}+03$ | $6.51 \mathrm{E}+02$ | $1.29 \mathrm{E}+02$ | $1.53 \mathrm{E}+02$ | $1.34 \mathrm{E}+02$ | $1.28 \mathrm{E}+02$ | $1.27 \mathrm{E}+02$ | $1.29 \mathrm{E}+02$ | $5.10 \mathrm{E}+02$ |
|  | Mean | 4.97E+02(-) | $4.98 \mathrm{E}+02(-)$ | $4.98 \mathrm{E}+02(-)$ | $4.96 \mathrm{E}+02(-)$ | 4.97E+02(-) | 4.97E+02(-) | $5.20 \mathrm{E}+02(+$ | 4.97E+02(-) | $4.96 \mathrm{E}+02($ | $4.96 \mathrm{E}+02(-$ | $4.94 \mathrm{E}+02($ | $4.96 \mathrm{E}+02(-)$ | $5.10 \mathrm{E}+02(+$ | $5.02 \mathrm{E}+02$ |
| $f_{27}$ | St | $7.27 \mathrm{E}+00$ | $1.04 \mathrm{E}+01$ | $8.64 \mathrm{E}+00$ | $7.84 \mathrm{E}+00$ | $1.04 \mathrm{E}+01$ | $9.65 \mathrm{E}+00$ | $7.41 \mathrm{E}+01$ | $6.78 \mathrm{E}+00$ | $6.97 \mathrm{E}+00$ | $8.40 \mathrm{E}+00$ | $7.48 \mathrm{E}+00$ | $9.07 \mathrm{E}+00$ | $2.03 \mathrm{E}+01$ | $1.08 \mathrm{E}+01$ |
| $f_{28}$ | Me | $3.17 \mathrm{E}+02(-)$ | $3.27 \mathrm{E}+02(=$ | $3.18 \mathrm{E}+02(-)$ | $3.33 \mathrm{E}+02(+$ | $3.16 \mathrm{E}+02(-)$ | $3.22 \mathrm{E}+02(=$ | $3.74 \mathrm{E}+02(+)$ | $3.11 \mathrm{E}+02(-)$ | $3.18 \mathrm{E}+02($ | $3.20 \mathrm{E}+02(-)$ | $3.18 \mathrm{E}+02($ | 3.07E+02 | $4.72 \mathrm{E}+02(+$ | $3.28 \mathrm{E}+02$ |
|  | Std | $3.92 \mathrm{E}+01$ | $5.03 \mathrm{E}+01$ | $4.00 \mathrm{E}+01$ | $5.65 \mathrm{E}+01$ | $4.16 \mathrm{E}+01$ | $4.43 \mathrm{E}+01$ | $6.58 \mathrm{E}+01$ | $3.26 \mathrm{E}+01$ | $4.16 \mathrm{E}+01$ | 4.53E+01 | $4.16 \mathrm{E}+01$ | 2.62E+01 | $6.40 \mathrm{E}+01$ | $4.77 \mathrm{E}+01$ |
|  | Mean | $5.16 \mathrm{E}+02(+)$ | $5.89 \mathrm{E}+02(+)$ | $5.13 \mathrm{E}+02(+$ | $5.48 \mathrm{E}+02(+$ | $5.24 \mathrm{E}+02(+$ | $5.30 \mathrm{E}+02(+)$ | $5.83 \mathrm{E}+02(+$ | $5.33 \mathrm{E}+02(+$ | $5.73 \mathrm{E}+02(+$ | $5.94 \mathrm{E}+02(+$ | $5.47 \mathrm{E}+02(+$ | $5.52 \mathrm{E}+02(+$ | $5.79 \mathrm{E}+02(+)$ | $4.29 \mathrm{E}+02$ |
|  | Std. | $1.06 \mathrm{E}+02$ | $1.61 \mathrm{E}+02$ | $1.15 \mathrm{E}+02$ | $1.28 \mathrm{E}+02$ | $1.15 \mathrm{E}+02$ | $1.13 \mathrm{E}+02$ | $1.97 \mathrm{E}+02$ | $1.36 \mathrm{E}+02$ | $1.92 \mathrm{E}+02$ | $1.39 \mathrm{E}+02$ | $1.48 \mathrm{E}+02$ | $1.34 \mathrm{E}+02$ | $1.28 \mathrm{E}+02$ | $7.05 \mathrm{E}+01$ |
| $f_{30}$ | Mean | $2.01 \mathrm{E}+03(-)$ | $1.99 \mathrm{E}+03(-)$ | $2.00 \mathrm{E}+03(-)$ | $2.01 \mathrm{E}+03(-)$ | $2.01 \mathrm{E}+03(-)$ | $1.98 \mathrm{E}+07$ (+ | $2.28 \mathrm{E}+03$ (+ | $2.01 \mathrm{E}+03(-)$ | $2.01 \mathrm{E}+03(-)$ | $2.00 \mathrm{E}+03(-)$ | $2.01 \mathrm{E}+03(-)$ | 1.99E+03(-) | $2.38 \mathrm{E}+03(+)$ | $2.07 \mathrm{E}+03$ |
|  | Std. | $7.20 \mathrm{E}+01$ | 5.47E+01 | $7.30 \mathrm{E}+01$ | $7.33 \mathrm{E}+01$ | $6.83 \mathrm{E}+01$ | $1.09 \mathrm{E}+08$ | $1.19 \mathrm{E}+03$ | $5.36 \mathrm{E}+01$ | $7.15 \mathrm{E}+01$ | $6.37 \mathrm{E}+01$ | $5.61 \mathrm{E}+01$ | 5.49E+01 | $2.71 \mathrm{E}+02$ | $1.21 \mathrm{E}+02$ |
| "+/=/-" |  | 18/4/7 | 17/6/6 | 16/5/8 | 21/4/4 | 18/4/7 | 20/5/4 | 23/1/5 | 18/4/7 | 16/6/7 | 19/4/6 | 18/4/7 | 17/5/7 | 23/3/3 |  |

### 4.5. Performance analysis of newly introduced strategies and the parameter

In this section, the effectiveness and robustness of the strategies proposed in this study, such as ABM, MIA, and their candidate strategies, are tested for a comparative performance analysis. The effectiveness of the DAO is verified in Section 4.3.2, therefore, it is not analyzed here. Owing to space limitations, the results were tested using only the CEC2017 benchmark suite of 30 D .

### 4.5.1. Effectiveness of MIA

It is well-known that elite and inferior roles make up a small proportion of the population, while commoner roles make up the majority of the population. Therefore, in MIA, the individuals of DAODE are classified and archived in three levels: elite $\left(A_{E}\right)$, commoner $\left(A_{C}\right)$, and inferior roles $\left(A_{I}\right)$, and set $A_{E}: A_{C}: A_{I}$ to $2: 5: 3$. To test the effectiveness of this proportion, MIA was compared with two other candidate proportions for performance: MIA-2 (3:5:2) and MIA-3 (1:5:4). Here, the percentage of commoner roles is set to $50 \%$, such that the impact of elite and inferior roles with different proportions

Table 8. The comparison results of DAODE with various OBLs on CEC2017 benchmark suite ( $D=50$ ).

|  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

on the performance of the algorithm can be tested.
The comparison results in Table 13 show that DAODE/MIA performed better than DAODE/MIA2. Only a few test functions of DAODE/MIA-2 outperform DAODE/MIA, such as $f_{16}, f_{28}$, and $f_{30}$; however, a careful observation shows that there is no significant difference between them. This indicates that increasing the proportion of $A_{E}$ can have a negative impact on the algorithm, which may be because some roles in $A_{E}$ are not elite roles, causing the population to deviate from more promising areas. For DAODE/MIA-3, reducing the proportion of $A_{E}$ while increasing the proportion of $A_{I}$, and the overall performance of DAODE/MIA-3 is enhanced compared with that of DAODE/MIA-2. Notably, DAODE/MIA-3 exhibits better performance than DAODE for some simple multimodal functions (e.g., $f_{5}, f_{8}$, and $f_{10}$ ) and composition functions (e.g., $f_{21}$ and $f_{22}$ ), indicating that decreasing the $A_{E}$ proportion is beneficial to achieve better solutions for some functions. However, increasing the $A_{I}$ proportion also affects the algorithm performance. According to the result of " $+/=/-$ ", DAODE will perform better. The convergence curves of the three proportions in the MIA are shown in Figure 9.

Table 9. Wilcoxon-test results for comparing algorithms on CEC2017 benchmark suite.

| DAODE vs. | $D=30$ |  |  | $D=50$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $R^{+}$ | $R^{-}$ | $p$-value | $R^{+}$ | $R^{-}$ | $p$-value |
| JaDE | 435 | 0 | 0.000003 | 435 | 0 | 0.000003 |
| ACDE/F | 394 | 41 | 0.000135 | 390 | 45 | 0.000191 |
| OMLDE | 435 | 0 | 0.000003 | 428 | 7 | 0.000005 |
| DODE | 366 | 69 | 0.001323 | 335 | 100 | 0.011062 |
| OBA | 434 | 1 | 0.000003 | 432 | 3 | 0.000004 |
| NBODE | 435 | 0 | 0.000003 | 434 | 1 | 0.000003 |
| GODE | 347 | 88 | 0.005107 | 331 | 104 | 0.014119 |

Table 10. Wilcoxon-test results for comparing algorithms on CEC2017 benchmark suite.

| DAODE vs. | $D=30$ |  |  | $D=50$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $R^{+}$ | $R^{-}$ | $p$-value | $R^{+}$ | $R^{-}$ | $p$-value |
| ODE(OBL) | 354 | 81 | 0.003162 | 336 | 99 | 0.010397 |
| QODE(QOBL) | 320 | 86 | 0.007716 | 312 | 123 | 0.041014 |
| QRODE(QROBL) | 331 | 104 | 0.014119 | 276 | 159 | 0.205887 |
| EODE(EO) | 391 | 44 | 0.000176 | 328 | 107 | 0.016878 |
| REODE(REO) | 350 | 85 | 0.004169 | 334 | 101 | 0.011765 |
| FQRODE(GQROBL) | 347 | 59 | 0.001041 | 290 | 145 | 0.116955 |
| GODE(GOBL) | 381 | 54 | 0.000407 | 400 | 35 | 0.000079 |
| RODE(RBL) | 347 | 88 | 0.005107 | 333 | 102 | 0.012508 |
| CODE(COBL) | 363 | 72 | 0.001654 | 289 | 146 | 0.122090 |
| PODE(POBL) | 383 | 52 | 0.000345 | 332 | 103 | 0.013292 |
| SODE(SOBL) | 351 | 84 | 0.003892 | 336 | 99 | 0.010397 |
| OCDE(OCL) | 334 | 101 | 0.011765 | 333 | 102 | 0.012508 |
| COODE(COOBL) | 399 | 36 | 0.000087 | 373 | 62 | 0.000773 |

Therefore, the experiment proved that the proportions of $A_{E}$ and $A_{I}$ were smaller and similar, thereby verifying the effectiveness of MIA in improving the performance of DAODE.

### 4.5.2. Effectiveness of ABM

In DE, the strategy of the mutation operation significantly affects the performance of the algorithm. In ABM, the individuals of the mutation operation are selected from the archives of the MIA, the base vectors of the mutation operation from the $A_{E}$, and the difference vector of the perturbation is generated by the difference between the vectors selected from $A_{C}$ and $A_{I}$. The details of ABM are described in Section 3.3. To test the effectiveness of ABM, the performance of DAODE/ABM is compared with two other variation strategies: the first is the classical $\mathrm{DE} / \mathrm{rand} / 1$, and the other mutation strategy (ABM-2) is similar to ABM, except that the base vector of the mutation operation is selected from $A_{C}$, and the

Table 11. Friedman-test results for comparing algorithms on CEC2017 benchmark suite.

| Algorithms | $D=30$ |  | $D=50$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | ARV | Rank | ARV | Rank |
| JaDE | 7.79 | 8 | 7.83 | 8 |
| ACDE/F | 4.24 | 5 | 4.07 | 4 |
| OMLDE | 3.86 | 4 | 4.10 | 5 |
| DODE | 3.00 | 3 | 2.90 | 3 |
| OBA | 5.79 | 6 | 5.55 | 6 |
| NBODE | 6.93 | 7 | 6.83 | 7 |
| GODE | 2.66 | 2 | 2.83 | 2 |
| DAODE | 1.72 | 1 | 1.90 | 1 |

Table 12. Friedman-test results for OBL variants on CEC2017 benchmark suite.

| OBLs | $D=30$ |  | $D=50$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | ARV | Rank |  | ARV | Rank |
| ODE(OBL) | 7.26 |  |  | 8.00 | 9 |
| QODE(QOBL) | 7.26 |  | 6.66 | 4 |  |
| QRODE(QROBL) | 6.81 | 13 | 6.52 | 3 |  |
| EODE(EO) | 8.57 | 4 | 6.52 | 2 |  |
| REODE(REO) | 7.19 | 9 | 7.28 | 6 |  |
| FQEODE(FQROBL) | 7.93 | 12 | 9.86 | 8 |  |
| GODE(GOBL) | 8.41 | 8 | 9.31 | 14 |  |
| RODE(RBL) | 7.53 | 10 | 8.21 | 11 |  |
| CODE(COBL) | 7.97 | 11 | 6.95 | 5 |  |
| PODE(POBL) | 8.19 | 5 | 8.10 | 10 |  |
| SODE(SOBL) | 7.21 | 2 | 7.36 | 7 |  |
| OCDE(OCL) | 6.64 | 14 | 8.24 | 12 |  |
| COODE(COOBL) | 9.69 | $\mathbf{1}$ | 8.97 | 13 |  |
| DAODE(DAOBL) | $\mathbf{4 . 3 4}$ |  | $\mathbf{5 . 0 3}$ | $\mathbf{1}$ |  |

Table 13. Comparison results of MIA and candidate strategies on cec2017 benchmark suite ( $D=30$ ).

| Fun | DAODE/MIA | DAODE/MIA-2 | DAODE/MIA-3 |
| :---: | :---: | :---: | :---: |
|  | Mean $\pm$ Std | Mean $\pm$ Std | Mean $\pm$ Std |
| $f_{1}$ | $9.47 \mathrm{E}-16 \pm 3.61 \mathrm{E}-15$ | $0.00 \mathrm{E}+00 \pm 0.00 \mathrm{E}+00$ | $5.21 \mathrm{E}-15 \pm 6.97 \mathrm{E}-15$ |
| $f_{3}$ | $1.25 \mathrm{E}-12 \pm 4.82 \mathrm{E}-12$ | $2.01 \mathrm{E}-04 \pm 4.63 \mathrm{E}-04$ | $5.31 \mathrm{E}-14 \pm 1.44 \mathrm{E}-14$ |
| $f_{4}$ | $5.65 \mathrm{E}+01 \pm 1.56 \mathrm{E}+01$ | $5.87 \mathrm{E}+01 \pm 6.92 \mathrm{E}-01$ | $4.85 \mathrm{E}+01 \pm 2.38 \mathrm{E}+01$ |
| $f_{5}$ | $1.69 \mathrm{E}+02 \pm 8.14 \mathrm{E}+00$ | $1.72 \mathrm{E}+02 \pm 7.74 \mathrm{E}+00$ | 3.26E+01 $\pm$ 9.14E+00 |
| $f_{6}$ | $1.11 \mathrm{E}-03 \pm 6.08 \mathrm{E}-03$ | $4.56 \mathrm{E}-09 \pm 2.50 \mathrm{E}-08$ | $1.11 \mathrm{E}-02 \pm 3.32 \mathrm{E}-02$ |
| $f_{7}$ | $1.99 \mathrm{E}+02 \pm 1.07 \mathrm{E}+01$ | $2.01 \mathrm{E}+02 \pm 1.03 \mathrm{E}+01$ | $1.35 \mathrm{E}+02 \pm 6.53 \mathrm{E}+01$ |
| $f_{8}$ | $1.66 \mathrm{E}+02 \pm 9.66 \mathrm{E}+00$ | $1.68 \mathrm{E}+02 \pm 1.16 \mathrm{E}+01$ | $4.51 \mathrm{E}+01 \pm 4.27 \mathrm{E}+01$ |
| $f_{9}$ | $8.17 \mathrm{E}-02 \pm 1.71 \mathrm{E}-01$ | $\mathbf{0 . 0 0 E}+00 \pm 0.00 \mathrm{E}+00$ | $9.75 \mathrm{E}-01 \pm 1.47 \mathrm{E}+00$ |
| $f_{10}$ | $5.87 \mathrm{E}+03 \pm 1.19 \mathrm{E}+03$ | $6.17 \mathrm{E}+03 \pm 7.46 \mathrm{E}+02$ | $\mathbf{3 . 7 0 E}+03 \pm 2.26 \mathrm{E}+03$ |
| $f_{11}$ | $3.08 \mathrm{E}+01 \pm 2.97 \mathrm{E}+01$ | $5.78 \mathrm{E}+01 \pm 4.42 \mathrm{E}+01$ | $3.28 \mathrm{E}+01 \pm 2.74 \mathrm{E}+01$ |
| $f_{12}$ | $1.02 \mathrm{E}+04 \pm 1.27 \mathrm{E}+04$ | $9.61 \mathrm{E}+03 \pm \mathbf{1 . 0 7 E}+04$ | $1.04 \mathrm{E}+04 \pm 1.06 \mathrm{E}+04$ |
| $f_{13}$ | $8.66 \mathrm{E}+01 \pm 2.66 \mathrm{E}+01$ | $7.75 \mathrm{E}+01 \pm 1.49 \mathrm{E}+01$ | $4.20 \mathrm{E}+01 \pm 4.99 \mathrm{E}+01$ |
| $f_{14}$ | $5.01 \mathrm{E}+01 \pm 1.53 \mathrm{E}+01$ | $6.10 \mathrm{E}+01 \pm 4.60 \mathrm{E}+00$ | $4.62 \mathrm{E}+01 \pm 3.69 \mathrm{E}+01$ |
| $f_{15}$ | $1.54 \mathrm{E}+01 \pm 3.60 \mathrm{E}+01$ | $2.78 \mathrm{E}+01 \pm 1.02 \mathrm{E}+01$ | $3.17 \mathrm{E}+01 \pm 3.47 \mathrm{E}+01$ |
| $f_{16}$ | $2.22 \mathrm{E}+02 \pm 3.17 \mathrm{E}+02$ | $4.59 \mathrm{E}+02 \pm 4.29 \mathrm{E}+02$ | $2.46 \mathrm{E}+02 \pm 1.36 \mathrm{E}+02$ |
| $f_{17}$ | $7.45 \mathrm{E}+01 \pm 7.29 \mathrm{E}+01$ | $7.43 \mathrm{E}+01 \pm 1.02 \mathrm{E}+01$ | $8.92 \mathrm{E}+01 \pm 7.00 \mathrm{E}+01$ |
| $f_{18}$ | $\mathbf{2 . 5 6 E}+01 \pm 2.14 \mathrm{E}+00$ | $3.00 \mathrm{E}+01 \pm 6.00 \mathrm{E}+00$ | $1.08 \mathrm{E}+02 \pm 2.06 \mathrm{E}+02$ |
| $f_{19}$ | $7.34 \mathrm{E}+00 \pm 2.57 \mathrm{E}+00$ | $1.29 \mathrm{E}+01 \pm 6.59 \mathrm{E}+00$ | $2.23 \mathrm{E}+01 \pm 2.95 \mathrm{E}+01$ |
| $f_{20}$ | $3.27 \mathrm{E}+01 \pm 2.72 \mathrm{E}+01$ | $2.65 \mathrm{E}+01 \pm 1.29 \mathrm{E}+01$ | $5.53 \mathrm{E}+01 \pm 4.62 \mathrm{E}+01$ |
| $f_{21}$ | $3.50 \mathrm{E}+02 \pm 2.75 \mathrm{E}+01$ | $3.64 \mathrm{E}+02 \pm 1.05 \mathrm{E}+01$ | $2.32 \mathrm{E}+02 \pm 1.23 \mathrm{E}+01$ |
| $f_{22}$ | $1.00 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00$ | $1.00 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00$ | $1.00 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00$ |
| $f_{23}$ | $4.58 \mathrm{E}+02 \pm 6.48 \mathrm{E}+01$ | $5.15 \mathrm{E}+02 \pm 9.26 \mathrm{E}+00$ | $3.84 \mathrm{E}+02 \pm 8.85 \mathrm{E}+00$ |
| $f_{24}$ | $5.64 \mathrm{E}+02 \pm 4.57 \mathrm{E}+01$ | $5.86 \mathrm{E}+02 \pm 1.28 \mathrm{E}+01$ | $4.57 \mathrm{E}+02 \pm 1.19 \mathrm{E}+01$ |
| $f_{25}$ | $3.87 \mathrm{E}+02 \pm 3.79 \mathrm{E}-02$ | $3.87 \mathrm{E}+02 \pm 2.95 \mathrm{E}-02$ | $3.86 \mathrm{E}+02 \pm 1.62 \mathrm{E}+00$ |
| $f_{26}$ | $1.44 \mathrm{E}+03 \pm 5.10 \mathrm{E}+02$ | $2.28 \mathrm{E}+03 \pm 6.20 \mathrm{E}+02$ | $1.34 \mathrm{E}+03 \pm 2.41 \mathrm{E}+02$ |
| $f_{27}$ | $5.02 \mathrm{E}+02 \pm 1.08 \mathrm{E}+01$ | $5.02 \mathrm{E}+02 \pm 9.68 \mathrm{E}+00$ | $5.14 \mathrm{E}+02 \pm 1.28 \mathrm{E}+01$ |
| $f_{28}$ | $3.28 \mathrm{E}+02 \pm 4.77 \mathrm{E}+01$ | $3.22 \mathrm{E}+02 \pm 5.06 \mathrm{E}+01$ | $3.52 \mathrm{E}+02 \pm 5.73 \mathrm{E}+01$ |
| $f_{29}$ | $4.29 \mathrm{E}+02 \pm 7.05 \mathrm{E}+01$ | $4.39 \mathrm{E}+02 \pm 5.57 \mathrm{E}+01$ | $4.69 \mathrm{E}+02 \pm 5.86 \mathrm{E}+01$ |
| $f_{30}$ | $2.07 \mathrm{E}+03 \pm 1.21 \mathrm{E}+02$ | $2.01 \mathrm{E}+03 \pm 6.50 \mathrm{E}+01$ | $2.22 \mathrm{E}+03 \pm 2.26 \mathrm{E}+02$ |
| "+/=/-" | - | 15/9/5 | 13/6/10 |

difference vector of perturbation is the difference between the vectors selected from $A_{E}$ and $A_{I}$.
The comparison results of the different mutation strategies are summarized in Table 14, where DAODE/ABM outperformed DAODE/rand/ 1 and DAODE/ABM-2 for most test functions. In particular, for the unimodal function $f_{3}$, simple multimodal functions $f_{8}, f_{10}$, hybrid functions $f_{16}, f_{17}$, and composition functions $f_{20}, f_{29}$, DAODE/ABM has an overwhelming advantage in terms of per-

Table 14. Comparison results of ABM and candidate strategies on CEC2017 benchmark suite ( $D=30$ ).

| Fun | DAODE/ABM | DAODE/rand/1 | DAODE/ABM-2 |
| :---: | :---: | :---: | :---: |
|  | Mean $\pm$ Std | Mean $\pm$ Std | Mean $\pm$ Std |
| $f_{1}$ | $9.47 \mathrm{E}-16 \pm 3.61 \mathrm{E}-15$ | $5.21 \mathrm{E}-15 \pm 6.97 \mathrm{E}-15$ | $3.30 \mathrm{E}-11 \pm 4.37 \mathrm{E}-11$ |
| $f_{3}$ | $1.25 \mathrm{E}-12 \pm 4.82 \mathrm{E}-12$ | $4.94 \mathrm{E}+01 \pm 4.80 \mathrm{E}+01$ | $1.54 \mathrm{E}+02 \pm 8.83 \mathrm{E}+01$ |
| $f_{4}$ | $5.65 \mathrm{E}+01 \pm 1.56 \mathrm{E}+01$ | $5.91 \mathrm{E}+01 \pm 1.70 \mathrm{E}+00$ | $5.89 \mathrm{E}+01 \pm 1.41 \mathrm{E}+00$ |
| $f_{5}$ | $1.69 \mathrm{E}+02 \pm 8.14 \mathrm{E}+00$ | $1.76 \mathrm{E}+02 \pm 1.15 \mathrm{E}+01$ | $1.76 \mathrm{E}+02 \pm 1.19 \mathrm{E}+01$ |
| $f_{6}$ | $1.11 \mathrm{E}-03 \pm 6.08 \mathrm{E}-03$ | $2.27 \mathrm{E}-10 \pm \mathbf{5 . 7 5 E - 1 0}$ | $2.85 \mathrm{E}-07 \pm 1.27 \mathrm{E}-07$ |
| $f_{7}$ | $1.99 \mathrm{E}+02 \pm 1.07 \mathrm{E}+01$ | $2.10 \mathrm{E}+02 \pm 7.13 \mathrm{E}+00$ | $2.07 \mathrm{E}+02 \pm 1.03 \mathrm{E}+01$ |
| $f_{8}$ | $1.66 \mathrm{E}+02 \pm 9.66 \mathrm{E}+00$ | $1.79 \mathrm{E}+02 \pm 1.08 \mathrm{E}+01$ | $1.77 \mathrm{E}+02 \pm 9.94 \mathrm{E}+00$ |
| $f_{9}$ | $8.17 \mathrm{E}-02 \pm 1.71 \mathrm{E}-01$ | $\mathbf{0 . 0 0 E}+00 \pm 0.00 \mathrm{E}+00$ | $3.79 \mathrm{E}-15 \pm 2.08 \mathrm{E}-14$ |
| $f_{10}$ | $5.87 \mathrm{E}+03 \pm 1.19 \mathrm{E}+03$ | $6.77 \mathrm{E}+03 \pm 3.87 \mathrm{E}+02$ | $6.32 \mathrm{E}+03 \pm 8.92 \mathrm{E}+02$ |
| $f_{11}$ | $3.08 \mathrm{E}+01 \pm 2.97 \mathrm{E}+01$ | $6.62 \mathrm{E}+01 \pm 2.98 \mathrm{E}+01$ | $7.47 \mathrm{E}+01 \pm 2.81 \mathrm{E}+01$ |
| $f_{12}$ | $1.02 \mathrm{E}+04 \pm 1.27 \mathrm{E}+04$ | $9.17 \mathrm{E}+03 \pm 7.93 \mathrm{E}+03$ | $4.54 \mathrm{E}+03 \pm 4.35 \mathrm{E}+03$ |
| $f_{13}$ | $8.66 \mathrm{E}+01 \pm 2.66 \mathrm{E}+01$ | $7.93 \mathrm{E}+01 \pm 9.66 \mathrm{E}+00$ | $8.02 \mathrm{E}+01 \pm 9.85 \mathrm{E}+00$ |
| $f_{14}$ | $5.01 \mathrm{E}+01 \pm 1.53 \mathrm{E}+01$ | $6.21 \mathrm{E}+01 \pm 5.07 \mathrm{E}+00$ | $6.39 \mathrm{E}+01 \pm 4.74 \mathrm{E}+00$ |
| $f_{15}$ | $1.54 \mathrm{E}+01 \pm 3.60 \mathrm{E}+01$ | $3.47 \mathrm{E}+01 \pm 7.38 \mathrm{E}+00$ | $3.78 \mathrm{E}+01 \pm 5.29 \mathrm{E}+00$ |
| $f_{16}$ | $2.22 \mathrm{E}+02 \pm 3.17 \mathrm{E}+02$ | $7.92 \mathrm{E}+02 \pm 3.88 \mathrm{E}+02$ | $9.74 \mathrm{E}+02 \pm 2.63 \mathrm{E}+02$ |
| $f_{17}$ | $7.45 \mathrm{E}+01 \pm 7.29 \mathrm{E}+01$ | $9.09 \mathrm{E}+01 \pm 3.05 \mathrm{E}+01$ | $1.74 \mathrm{E}+02 \pm 1.12 \mathrm{E}+02$ |
| $f_{18}$ | $2.56 \mathrm{E}+01 \pm 2.14 \mathrm{E}+00$ | $3.71 \mathrm{E}+01 \pm 6.21 \mathrm{E}+00$ | $3.81 \mathrm{E}+01 \pm 3.16 \mathrm{E}+00$ |
| $f_{19}$ | $7.34 \mathrm{E}+00 \pm 2.57 \mathrm{E}+00$ | $1.53 \mathrm{E}+01 \pm 6.31 \mathrm{E}+00$ | $2.57 \mathrm{E}+01 \pm 4.81 \mathrm{E}+00$ |
| $f_{20}$ | $3.27 \mathrm{E}+01 \pm 2.72 \mathrm{E}+01$ | $3.64 \mathrm{E}+01 \pm 2.00 \mathrm{E}+01$ | $4.77 \mathrm{E}+01 \pm 1.20 \mathrm{E}+01$ |
| $f_{21}$ | $3.50 \mathrm{E}+02 \pm 2.75 \mathrm{E}+01$ | $3.68 \mathrm{E}+02 \pm 9.14 \mathrm{E}+00$ | $3.71 \mathrm{E}+02 \pm 8.52 \mathrm{E}+00$ |
| $f_{22}$ | $1.00 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00$ | $1.00 \mathrm{E}+02 \pm 1.15 \mathrm{E}-13$ | $1.00 \mathrm{E}+02 \pm 5.09 \mathrm{E}-13$ |
| $f_{23}$ | $4.58 \mathrm{E}+02 \pm 6.48 \mathrm{E}+01$ | $5.25 \mathrm{E}+02 \pm 1.10 \mathrm{E}+01$ | $5.27 \mathrm{E}+02 \pm 8.63 \mathrm{E}+00$ |
| $f_{24}$ | $5.64 \mathrm{E}+02 \pm 4.57 \mathrm{E}+01$ | $5.95 \mathrm{E}+02 \pm 9.80 \mathrm{E}+00$ | $5.94 \mathrm{E}+02 \pm 8.89 \mathrm{E}+00$ |
| $f_{25}$ | $3.87 \mathrm{E}+02 \pm 3.79 \mathrm{E}-02$ | $3.87 \mathrm{E}+02 \pm 6.15 \mathrm{E}-01$ | $3.87 \mathrm{E}+02 \pm 2.56 \mathrm{E}-02$ |
| $f_{26}$ | $1.44 \mathrm{E}+03 \pm 5.10 \mathrm{E}+02$ | $2.63 \mathrm{E}+03 \pm 1.63 \mathrm{E}+02$ | $2.65 \mathrm{E}+03 \pm 1.41 \mathrm{E}+02$ |
| $f_{27}$ | $5.02 \mathrm{E}+02 \pm 1.08 \mathrm{E}+01$ | $4.96 \mathrm{E}+02 \pm 8.98 \mathrm{E}+00$ | $4.95 \mathrm{E}+02 \pm 6.06 \mathrm{E}+00$ |
| $f_{28}$ | $3.28 \mathrm{E}+02 \pm 4.77 \mathrm{E}+01$ | $\mathbf{3 . 1 8 E}+02 \pm 4.16 \mathrm{E}+01$ | $3.18 \mathrm{E}+02 \pm 4.00 \mathrm{E}+01$ |
| $f_{29}$ | $4.29 \mathrm{E}+02 \pm 7.05 \mathrm{E}+01$ | $5.10 \mathrm{E}+02 \pm 9.02 \mathrm{E}+01$ | $6.35 \mathrm{E}+02 \pm 1.75 \mathrm{E}+02$ |
| $f_{30}$ | $2.07 \mathrm{E}+03 \pm 1.21 \mathrm{E}+02$ | $2.01 \mathrm{E}+03 \pm 7.90 \mathrm{E}+01$ | $1.99 \mathrm{E}+03 \pm 6.16 \mathrm{E}+01$ |
| "+/=/-" | - | 15/10/4 | 16/10/3 |



Figure 9. The convergence curves of 30 independent runs for MIA and candidate strategies on CEC2017 benchmark suite ( $D=30$ ).
formance, as observed from the convergence curves in Figure 10. However, DAODE/rand/1 only performed better on individual test functions (e.g., $f_{6}, f_{9}$, and $f_{13}$ ), as did DAODE/ABM-2 (e.g., $f_{12}$, $f_{21}$ ). In addition, the comparison results of DAODE/rand/ 1 and DAODE/ABM-2 demonstrate that DAODE/ABM-2 appears to have reduced performance on several test functions, and the convergence curves in Figure 10 show that DAODE/ABM-2 has a slower convergence rate (e.g., $f_{16}, f_{20}$, and $f_{29}$ ). This is because the difference vector of the perturbation of DAODE/ABM-2 is the difference between the vectors selected from $A_{E}$ and $A_{I}$, which causes the algorithm to be in a large range of perturbations at all times, and it appears that the algorithm converges excessively slow. Therefore, DAODE/ABM has two main advantages. In contrast, the base vector of the mutation operation is selected from $A_{E}$, which will benefit the offspring individuals in inheriting good genes and make the population develop into a more promising area. Conversely, the difference vector of perturbation is the difference between the vectors selected from $A_{C}$ and $A_{I}$, which avoids the phenomenon of a large perturbation.

## 5. Conclusions and future work

In previous research, there was a focus on utilizing an OBL strategy optimization algorithm, however, different OBLs exhibit different performances in addressing different problems, making it crucial to study multiple OBL co-optimization algorithms. Therefore, this study proposes a dynamic allocation of opposition-based learning in differential evolution for multi-role individuals (DAODE). Before each generation of population updates, individuals in the population are assigned multiple roles and stored in their corresponding archives (MIA), and each role is identified based on its comprehensive


Figure 10. The convergence curves of 30 independent runs for $A B M$ and candidate strategies on CEC2017 benchmark suite $(D=30)$.
characteristics, including its fitness value and position. Subsequently, this paper classifies each role in the current population and selects the corresponding OBL strategy for each role using the dynamic allocation OBL mechanism (DAO). In the DAO, this paper defines a ranking mechanism to determine the characteristics of OBLs. This mechanism analyzes the diversity and fitness values of each OBL to obtain a comprehensive ranking of OBLs, providing a foundation for the adaptive selection of individuals. In addition, this paper proposes an individual-based archival mutation strategy (ABM) by MIA to drive populations to more promising regions.

To evaluate the performance of the proposed algorithm, DAODE is compared with several other algorithms on the CEC2017 benchmark suite and further test for significant differences between them. First, the experimental comparison results and statistical tested of DAODE with state of the art algorithms show that DAODE achieves significant performance results. The performance of DAODE is again compared with that of the OBL variants, and the experimental results confirm the effectiveness of the dynamic allocation OBL mechanism proposed by DAODE. Finally, the performance of the proposed new strategies is analyzed in this study, and the experiments demonstrate the effectiveness of MIA and ABM, which significantly improve the performance of the algorithms.

The experiment demonstrates that the comprehensive performance of DAODE surpasses that of its competitors and exhibits significant differences from them. However, DAODE still has some shortcomings, such as premature convergence when dealing with multimodal functions. First, further research is needed to determine the optimal ratio of the three roles in MIA, to obtain more accurate proportions. Second, it is worth exploring in detail whether the mutation operation in ABM is suitable for every individual in the population. Lastly, and most importantly, a more flexible OBL dynamic allocation
method must be developed in DAO to effectively utilize each OBL strategy. Therefore, in future work, this study will focus on enhancing DAODE's performance and applying it to real-world problems like industrial safety inspection, image classification, and feature selection. When used for feature selection, DAODE can select appropriate OBL strategies to address different types of data, thereby filtering out the most redundant features from the original data and improving the final classification performance.
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[^0]:    * $f_{2}$ has been excluded because it shows unstable behavior especially for higher dimensions, and significant performance variations for the same algorithm implemented in Matlab, C [57].

