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Abstract: This article considered two generalized Nicholson’s blowflies equations with iteration term
and time delay, as well as with immigration, and Nicholson’s blowflies equation with iteration term and
time delay, as well as harvesting term, respectively. Under appropriate conditions, the existence and
uniqueness of almost periodic positive solutions for these two equations were established, respectively,
by employing Banach’s fixed point theorem. These results were brand new.
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1. Introduction

The Australian sheep fly has caused serious damage to sheep herds in many parts of the world,
including Australia, New Zealand, South Africa, and North America. It causes 90% of skin myiasis,
resulting in millions of sheep deaths and billions of dollars in annual losses [1].

Female flies lay 300 eggs in open wounds or dirty areas of wool, and after no more than 24 hours,
the larvae appear from the eggs, causing sheep to exhibit many symptoms such as restlessness, tangled
wool, and an imperceptible unique odor, attracting other flies to lay more eggs. Therefore, if this
flyworm disease is not treated immediately, it can lead to sheep death.

To address the issues mentioned above, in 1954, A. J. Nicholson conducted a series of experiments
on sheep flies and discovered characteristic periodic oscillations or periods of approximately 35 to 40
days, corresponding to delays of 9 to 15 days. Based on the experimental data obtained by Nicholson
[2], Gurney et al. [3] proposed the following model, which can well match the experimental data:

(it — o)
K

Y () = ay(t — o) exp [— ] - y(1),

in which y indicates the population of mature adults, a stands for the maximum per capita daily egg
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production rate, { signifies per capita daily death rate, o~ indicates the approximate time of the lifecycle,
and 1/K represents the size at which the fly population reproduces at its maximum rate.

Since then, various dynamics of this model have been extensively studied, and various generaliza-
tions of this model have been proposed, such as models with disparate mature delay and feedback
delay [4], models with multiple delays [5, 6], models with harvesting terms [7], models with immi-
gration [8], models with random disturbances [9, 10], models with two distinct distributed delays [11],
models represented by iterative differential equations [12,13], and so on. Meanwhile, the various qual-
itative properties of these models have also been extensively studied. It should be pointed out that
numerous models in life sciences are described by iterative differential equations [12—16]. Neverthe-
less, due to the fact that iterative differential equations are equations with deviating arguments that not
only depend on time variables, but also on state variables, it is difficult to study the dynamics of the
models represented by these differential equations.

Recently, with the help of the Schauder fixed point theorem, Bouakkaz and Khemis [12] studied the
periodic positive solutions for a generalized Nicholson’s blowflies equation

w'(1) = — a@®u(t) + b@Ou(t — 0)e 7D _ eyt — )E(, u(t), u® (1), . . ., u™(1)),

in which the last term indicates the harvesting term and u'?'(t) = u(u(t)), uP\(t) = u(uu))), ...,
(@) = uu"1()).

Very recently, by applying the Banach contraction principle, Khemis [13] established the existence
and uniqueness of periodic positive solutions to the following Nicholson’s fly equation involving time-
varying delays and iteration terms:

Y (8) = —a(t)y(t) + b(2)y(t — o (£))e” @, (1.1)

in which y?(£) = y(y(?)).

As is well known, even if all the parameters (a, b, ¢, o) in (1.1) are periodic functions, if their periods
are noncommensurable, (1.1) will become an almost periodic equation rather than a periodic equation.
In this situation, (1.1) generally does not have a periodic solution, but it may have almost periodic
solutions. Therefore, to search for the almost periodic solutions of Nicholson’s blowflies equations
is more reasonable than to search for their periodic solutions [17-22]. However, there have been no
published papers on the almost periodic solutions for Eq (1.1) so far. To fill this gap, this article will
establish the existence and uniqueness of almost periodic positive solutions for two generalized models
of (1.1).

The first equation is the Nicholson’s blowflies equation with iterative terms and immigration:

W (1) = —A@u(t) + BOut — o-(£))e "0 4 1(p), (1.2)

where A, B,C € C(R, (0, +)), I, € C(R,R"), and u"\(f) = u(u"""'(t)),n > 1, I(¢) represents immi-
gration.

Obviously, when n = 2 and I(¢) = 0, Eq (1.2) reduces to Eq (1.1).

The second equation is the following Nicholson’s blowflies equation with iterative terms and har-
vesting term:

W (1) = —a(tyu(t) + b(Ou(t — o(0))e ™" O — H(tyu(t — o(t)), (1.3)
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where a, b, c € C(R, (0, +0)), H, o € C(R,R"), and u!"\(f) = u(u""''(¢)),n > 1, H(t) represents harvest-
ing rate.

Clearly, when n = 2 and H(¢) = 0, Eq (1.3) also reduces to Eq (1.1).

The rest of this article is arranged as follows: In the second section, we review the definition and
some basic properties of almost periodic functions, and introduce three useful lemmas. In the third
section, we will state and prove the main results of this paper. Finally, in the fourth section, we present
two examples to demonstrate the effectiveness of our results.

2. Preliminaries

Let us denote by CB(R, R) the space of all bounded and continuous functions f : R — R.

Definition 2.1. /23] A function u € CB(R,R) is called almost periodic, if for each € > 0, one can find
a positive number | = l(€) such that every interval of length l(€) contains a point 6 = d(&) satisfying

lu(t +0) —u@)| < e

for all t € R. The family of such functions will be signified as AP(R,R).

Lemma 2.1. /23] The space AP(R,R) endowed with the supremum norm is a Banach algebra.
Lemma 2.2. [24,25] Let u,v € AP(R,R). Then, u(- —v(-)) € AP(R,R).

Lemma 2.3. /23] If B € AP(R,R) and A € AP(R,R") satisfying 1&{ A(t) > 0, then the nonhomoge-

neous linear differential equation
u'(t) = —A)u(t) + B(t)

admits a unique almost periodic solution that can be expressed as

u(t):f e‘fstA(T)dTB(s)ds.

(o)

3. Main results

In this section, we will present and demonstrate the main results of this article.
For convenience, for u € BC(R, R), we will use the following notations:

u" = sup|u(s)| and u~ = inf |u(s)|.
seER seR

Throughout this paper, as to Eq (1.2), we use the following assumptions:

(Gy) Functions A, B,C,I,0 € AP(R,R*) with A~ > 0and /I~ > 0, and n > 1 is an integer.
(G») There is a positive constant K such that w <K.
(G3) There is a constant M > 0 such that (B*K + ") (1 + zl—f) < M, in which K is mentioned in (G5).

(Ga) |1+ KC*22| < 1, in which K, M is mentioned in (Gs).

Also, as to Eq (1.3), we use the following hypotheses:

Electronic Research Archive Volume 32, Issue 5, 3230-3240.



3233

(H,) Functions H,a,b,c,0 € AP(R,R") with a~ > 0 and the integer number n > 1.
(H,) There is a positive number K such that b=¢<"% — H* > 0.

(H3) There is a positive number M satisfying that (b* + H +)‘K(l + ‘ai) < M, where K is mentioned in
(H>).

(Hs) a%(H* +b" + b Kt 1]‘_/‘A"4") < 1, where K, M is mentioned in (H3).

Lemma 3.1. Let (Gy) hold. If u is a bounded solution to Eq (1.2), then u solves the following integral
equation:

!
u(t) = f ¢~ J A | B(s)u (s — (s)) e O™ 4 [(5)] ds, (3.1)
and vice versa.
Proof. Let u be a bounded solution to Eq (1.2). Multiplying both sides of (1.2) by effo ADI and inte-
grating from ¢, to ¢, we have
t 4 t
u(D)eh " = u(z) + f AT B(syu(s — o (5)e T + I(5))ds,
Io
that is,

t 4 " Y
u(t) = u(tp)e Yo O 4 f e LA B (oY u(s — o (s5))e OO 4 1(s)]ds.
to

Letting fy — —oco, we see that u satisfies (3.1).

If u solves (3.1), differentiating both sides of (3.1) with respect to ¢, one finds that u also solves
(1.2). The proof is finished.

Similarly, one can prove:

Lemma 3.2. Let (H,) be fulfilled. If u is a bounded solution to Eq (1.3), then u solves the following
integral equation:

u(t) = f e [} atoyr [b(s)u (s — o(s)) e e@(s) _ H(s)u(s — O'(S))] ds,

o0

and vice versa.

Theorem 3.1. Let (G)—(Gy) be fulfilled. Then, Eq (1.2) possesses one unique almost periodic positive
solution belonging to Q, where

Q={uec APR,R"),0 < u(®) < K,|u(tz) —u(t)l < M|ty — t],V11, 1, € R}.

Proof. In view of Lemma 3.1, let us consider a mapping 7 : Q — Q defined as follows:
!
(Tu)®) = f ¢~ )i A [B(s)u (s — o(s)) e €O 4 (s)] ds.
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First, we will demonstrate that 0 < (7 u)(t) < K for all u € Q and r € R. Indeed, one finds that

(Tu)(t) = f ol A@adr [B(s)u(s—O'(s)) e CEH( +1(s)] ds

(o)

!
< f e T (BYK + 1) ds

B*K + 1"
_ ‘ (3.2)
A_
Thus, from conditions (G»), (G,), and (3.2), we arrive at
0<(Tu<Kk.

Second, we will verify that (7 u)(t;) — (T u)(t;)| < M |u(t;) — u(ty)|. In fact, for any #{,#, € R with
t, > t;, we deduce that

|(Tu)(22) = (Tw)(@)l

%) . ,
- ' f ¢ [P A@dr |B(s)u (s — () e " + I(5)| ds

- f | o I A [B(s)u (s — o (s)) e CO"® 4 I(s)] ds

(o)

%) . ,
< f ‘e‘fszA(T)dT [B(s)u (s — () e COu(s) I(s)]l ds
1

il
f (e J2A@ar _ - [ Ay

%) 1
sf (B'K + I')ds + f (BFK +1I7)
5] —00

+

B(s)u (s — o(s)) e OO 4 I(s)| ds

o~ JPA@dr _ - [ Amdr] 4q

o P A@dr _ = [ Adr

11
=(B'K+1I")t — ;] + f (B'K + 1) ds. (3.3)

By the mean value theorem, we infer that

f;z A(mydr _ e f;l A(t)dr <

t 12
e )i Amdr f A(t)dr

1

< Ate VI, — gy (3.4)

3

Thus, based on (G3), from (3.3) and (3.4), we infer that
(T u)(t2) — (T u)(t1)]
1]
<(B*K+1")|t, — 1| + f (B'K + I")Ate™ 791, — 11]ds
At -
< (B+K + I+)(1 + ;) [, — 1]
<M|t, — t1].
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Third, we will prove that 7u € AP(R,R") for every u € Q(c AP(R,R")). According to Lemma 2.3,
we only need to show that i(s) =: B(s)u (s — o(s)) e " @ 4 I(s) is almost periodic. In order to prove
h € AP(R,R) by Lemmas 2.1 and 2.2, it suffices to prove that ="' is almost periodic. Notice that

—C(s+a)ul(s+0) _ e—C(s)uW(s)

k
<|C(s + (s + o) — C(s)u"(s)|
<C(s+0) u["](s +0)— u[”](s)| + u[”](s) |IC(s + o) — C(s)|
<C* [u"(s + o) — u"\(s)| + K IC(s + o) = C(s)]
<C*M" 'u(s + o) — u(s)| + K|C(s + o) — C(s)|.

By Definition 2.1 and the fact that u, C € AP(R,R), we deduce that 7 € AP(R,R). Consequently, we
can gain that 7u € AP(R,R").

Finally, we will prove that the mapping 7 is a contraction one from Q to itself. Actually, for any
u,veQ,teR, we get

(T u)(t) — (TV)(1)| = ‘ f & S AP Bsyu (s - o (5)) e OO 4 1(5)] ds

_ f o [ A [B(s)v (s —o(s)) e COMG) I(S)] ds

<

f e fstA(T)dTB(s) [u(s —o(s) —v(s—o(s)) e_c(s)”m(s)ds‘

+ ds|.

!
f e X " A(r)dr B(s)v (s — o(s)) e—C(s)u[”](s) _ e—C(S)v[”](s)

Note that

— [n] _ [n]
|e CUM(s) _ ,=Clomt(s)

<C(s)
|

ul™ (5) — v ()|

W (u(s)) — ul" M (u(s))| +

ul 1 (v(s)) — ul"2 (v[z](s))‘
uln=2 (v[z](s)) — yln3 (vm(s))' +...

+ 'u (v[”_”(s)) -y (v["_”(s))H

<C* [M’H+M"‘2+...+M+1]||u—v||
SC+1—M
1-M

+

[lee — vl
We can deduce that
(T u)(@) — (Tv)(©)I

<

f eV IR u(s — o (s)) — v(s — o(s))|ds

[ee)
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+

o 1—M"
I . eV IBtKCt - llu — v|| ds

+

B 1-M"
S; (1 + KC* )Ilu—vll,

1-M

which yields

+

B 1-M"
7 u—Tv| < e (1 + KC* )Ilu =

1-M
In view of hypothesis (G4), we see that 7 is a contraction. As a result, according to Banach fixed point
theorem, 7~ admits one unique fixed point in Q, namely, Eq (1.2) admits a unique solution in Q. This
completes the proof.

Theorem 3.2. Assume that (H,)—(H,) hold. Then, Eq (1.3) has a unique almost periodic positive
solution in Q, where

Q = {u€ AP(R,R"),0 < u(t) < K, u(t2) — u(t)| < Ml — 1], Vi, 12 € R}.

Proof. Based on Lemma 3.2, let us consider an operator ®@ : O — € defined as follows:

(Qu)(t) = f ¢~ Jratwau [b(s)u(s — o (5))e™ " — H(s)u(s - O'(S))]ds,

where u € Q,t € R.
First of all, for any u € Q, ¢ € R, by (H;), we infer that

(@u)(t) = f e~ hawdiy(s — o (s)) [b(s)e™ " ~ H(s)| ds

o0

!
> f e Iy(s — o (s)) (b_e_M( - H+) ds > 0.

o0

Second, for any #;,#, € R with #, > t;, by (H3), we deduce that
[(Du)(t) — (Pu)(ty)]
153 . .
< f 'e-ff W [ bs)u (s = or(s)) "D — H(s)u(s - 0'(5))]' ds
131
+ ftl 'e— f_:z a(uydu __ e f;l a(u)du

X ‘b(s)u (s — o(s)) e _ H(s)u(s — O'(S))‘ ds

1]
<"+ HHYK|t, — t;] + f (b + HYKate™ @9ty — t,]ds

+

<" + H*)(K(l + f?)nz _ 1]
SMllz -1l

Then, similar to the corresponding proof arguments used in Theorem 3.1, one can easily get that
®x € AP(R,R") for each u € Q. Consequently, the operator @ is a self-mapping.
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Finally, for any u,v € Q,t € R, we have
[(Du)(r) — (Ov)(@)]
!
< f e aldug, gy 'u(s - a(s))e_c(s)”m(s) —v(s - O'(S))e_c(s)vm(s) ds

[Se]

+ f e K WRE ($lu(s — o (5)) — v(s — o(s))lds
bt =M
Sa—_(l + Kc - M
+ ' f e TIH u(s — o(s)) = v(s — o(s))|ds
- = Mo
1-M

which combined with (H,) indicates that @ is a contraction. This ends the proof.

i =1

i
s—_(H+ £ b+ b
a

)||u ol

4. Examples

This section presents two examples to show the effectiveness of the results obtained in this article.

Example 4.1. Let us consider the Nicholson’s Blowflies model with iterative term and immigration as
Jfollows:

W (1) = — (e + 0.01 cos? Hu(t) + (1 + ((e — 2.1)| sin f])u(t — 2| cos V2¢])e 0005 sin’ )
+0.01 sin V3t. 4.1)

Obviously, Eq (4.1) satisfies (G,), and by simple calculation, we have
AT=e+0.01, A" =e, B"=e-1.1, C"=0.005, I"=0.0l.

Take M = 10 and K = 1. Then, we have
B*K + I _(e—-1.1)+0.01 -

A~ a e
A* 0.01
(B+K+I+)(1+;):(e—1.1+0.01)><(1+e+ )< 10,

1,

e

~ 11
¢ (1 +0.055) < 1.

3—[1 + KCY(M + 1)] -
A~ e

Hence, conditions (G1)—(G3) are also satisfied. As a consequence, from Theorems 3.1, (4.1) has a
unique almost periodic positive solution.

Example 4.2. Let us consider the Nicholson’s Blowflies model with iterative term and harvesting term
as follows:

W () = —(4 — cos? Hu(t) + (0.11 + 0.1] sin )t — 6] cos 2¢))e™ " " _ 0.01 sin®( VTt)u(t — 6| cos 21|).
(4.2)
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Obviously, Eq (4.2) satisfies (Hy), and by simple calculation, we have
at=4, a =3, b"=021, b =011, ¢ =1, H" =0.0l.
Take M =3 and K = 1. Then, we have
b e —H* =0.03 >0,

+

b + H*)(K(l ; “—_) =0513 <3
a

1 - M
1-M
Hence, conditions (H,)—(H4) are also satisfied. As a consequence, from Theorem 3.2, (4.2) has a
unique almost periodic positive solution.

1
—_(H+ L b+ K

)i0.983 <1
a

Remark 4.1. Examples 4.1 and 4.2 manifest that although the various parameters in the environment
in which the sheep fly live, namely, the parameters in Eqs (1.2) and (1.3) are periodic, the density of
the sheep fly population represented by Eqs (1.2) and (1.3) exhibits almost periodic oscillations rather
than periodic oscillations due to the noncommensurability of periodicity of these parameters.

5. Conclusions

This article has established the existence and uniqueness of almost periodic positive solutions for
two generalized equations to Eq (1.1). The results gained in this article are new. The method presented
in this article provides an example for further studying the existence of almost periodic solutions of
models described by iterative differential equations in other types of life sciences. Our future efforts
will focus on studying the dynamics of diffusive Nicholson’s Blowflies equations with iterative terms.
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