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Abstract: In order to grasp the degradation of rolling bearings and prevent the failure of mechanical 
equipment, a remaining useful life (RUL) prediction method of rolling bearings based on degradation 
detection and deep bidirectional long short-term memory networks (BiLSTM) was proposed, 
considering the incomplete degradation feature extraction and low prediction accuracy of existing 
methods. By extracting the characteristics of time domain, frequency domain, and time-frequency 
domain of the full-life bearing vibration signal, the monotonicity, trend, and robustness measurement 
indexes of each feature were calculated. The best feature set that can fully reflect the degradation 
information was constructed by ranking the weighted comprehensive indexes of the features. A 
degradation detection strategy was used to determine the degradation starting time for setting 
piecewise linear network label. The RUL prediction model based on deep BiLSTM was established 
and optimized through Dropout technology and piecewise learning rate. The model was verified by 
the full-life data set of rolling bearings. The results showed that compared with the support vector 
machine (SVM), the traditional recurrent neural network (RNN), the single-layer BiLSTM, and long 
short-term memory networks (LSTM) model without Dropout, the proposed method fitted the 
degradation trend best, and the root mean square error (RMSE) was the smallest and only 0.0281, 
which improved the accuracy of RUL prediction of rolling bearings, helped prevent bearing failure, 
and ensured the safe and reliable operation of rotating machinery. 
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1. Introduction 

Rolling bearings often operate in complex working conditions and harsh environments. Due to 
overload, poor lubrication, fatigue, corrosion, and many other internal and external causes, the 
performance of rolling bearings deteriorates inevitably over time and directly determines the 
performance and reliability of modern equipment. Once the bearing has wear, fracture and other 
problems, it will affect the normal work of the entire equipment, cause equipment damage and huge 
property losses, and more likely lead to serious casualties. 

Prognostics and health management (PHM) of mechanical equipment takes advantage of 
advanced sensing technology to realize real-time perception of equipment (such as vibration, 
temperature, force, etc.). Industrial big data (operation information, maintenance history, and usage 
plans, etc.) and various algorithms and models (such as signal processing, failure models, machine 
learning, expert systems, etc.) are utilized in PHM to identify equipment operating states, detect early 
failures, assess fault degree, reveal degradation laws, and predict future states and remaining useful 
life (RUL). Furthermore, the maintenance cost and spare parts inventory information are used in PHM 
to change the control strategy or adjust the production plan to extend the service life of the equipment, 
so as to realize the adaptive fault-tolerant control of the equipment, improve the efficiency of resource 
management, and optimize the operation and maintenance strategy. As the key step of PHM, RUL 
prediction plays a connecting role. It is not only a comprehensive summary of equipment monitoring 
data, running condition and remaining life, but also the basis for future maintenance decisions. 
Therefore, monitoring and predicting the RUL of equipment can help timely implement real-time fault-
tolerant operations, thereby minimizing performance degradation and avoiding dangerous situations. 
It is of great significance to effectively ensure the reliability and safety of mechanical equipment. 
Rolling bearings are one of the most basic and failure-prone parts in mechanical equipment. The RUL 
prediction of rolling bearings can reveal the deterioration trend of the equipment, which can help to 
formulate reasonable maintenance decisions and reduce the safety risk of mechanical equipment [1]. 

The commonly used RUL prediction methods mainly include model-driven method and data-
driven method. Model-driven methods describe the degradation process of machinery by establishing 
mathematical models based on equipment fault mechanisms or failure principles [2]. Zhao et al. [3] 
developed a Paris model based gear RUL prediction method, combined with a finite element model 
and a Bayesian method. Deng et al. [4] used the Pairs-Erdogan crack growth model to express the 
degradation state of bearings, combined with auxiliary particle filtering methods for bearing RUL 
prediction. However, the model-driven method needs to conduct mathematical modeling and analysis 
of the equipment degradation process, and the modeling accuracy is affected by various factors, and it 
is difficult to model the actual complex process [5]. 

With the continuous promotion of machine learning, data-driven methods have been widely used 
in the field of RUL prediction. Such methods dig deep into the operating state information of 
equipment through historical data, which has significant advantages when the working principle of 
equipment is unclear and it is difficult to accurately establish complex models [6]. Rai et al. [7] 
proposed a bearing RUL estimation method based on nonlinear autoregressive neural network and 



3147 

Electronic Research Archive  Volume 32, Issue 5, 3145–3161. 

wavelet filtering technique. Liu et al. [8] adopted support vector machine to predict the RUL of rolling 
bearings based on health state assessment. The above shallow machine learning methods [9] are simple 
in structure and have some prediction accuracy, but suffer from too many adjustable parameters, slow 
training speed, and easy overfitting, thus limiting the generalizability of the methods. 

In recent years, deep learning methods have been widely used in the field of mechanical 
equipment fault diagnosis and RUL prediction [10]. Among them, long short-term memory networks 
(LSTM) have unique advantages in dealing with timing problems due to their long-term memory 
capability. Zhang et al. [11] proposed a LSTM-based model to assess bearing performance degradation. 
A new indicator of waveform entropy is proposed as the LSTM input for predicting the RUL of the 
bearings. Chang et al. [12] combined Fourier transform and principal component analysis methods to 
fuse rolling bearing vibration feature data, and optimized the LSTM model based on multilayer grid 
search algorithm to improve the accuracy of RUL prediction. However, LSTM only considers the 
forward transmission of information when processing degraded feature sequences, while bidirectional 
long short-term memory networks (BiLSTM) can take into account the backward feature information, 
thus comprehensively mine bearing degradation features [13]. 

Therefore, a rolling bearing RUL prediction method based on degradation detection and deep 
BiLSTM is proposed by comprehensively considering the diversity and sequence correlation of 
bearing degradation processes. The main contributions are summarized as follows: 

• The time domain, frequency domain and time-frequency domain features are fully extracted 
from the full-life vibration signals of the bearings. A weighted comprehensive indexes considering the 
monotonicity, trend, and robustness of each feature is constructed to select the optimal features. 

• A degradation detection strategy is adopted to determine the beginning time of bearing 
degradation for setting the segmented linear network labels.  

• A deep BiLSTM model is established for rolling bearing RUL prediction. The model is 
optimized by Dropout technology and piecewise learning rate to improve the prediction accuracy, so 
as to prevent bearing failure and ensure the safe operation of equipment. 

The remainder of the paper is as follows. The principles of optimal feature selection are 
introduced in Section 2. In Section 3, a RUL prediction method for rolling bearings is proposed based 
on deep BiLSTM model and a degradation detection strategy. Section 4 verifies the effectiveness of 
the method through a life-cycle experimental data of rolling bearings. Section 5 gives the conclusions 
and future work. 

2. Principles of optimal feature selection 

The accuracy and speed of the training network are both influenced by degradation features. 
Reasonable selection of degradation features can contribute to enhancing the prediction accuracy. 
Three measurement indexes, namely robustness, trend, and monotonicity, are utilized here to identify 
the most optimal degradation features [14]. 

2.1. Robustness measurement 

Robustness refers to the resistance of feature parameters to influences such as measurement noise, 
the randomness of the degradation process, and variations in operational conditions. A robust 
degradation feature should exhibit stability when confronted with interference. The formula for 
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measuring the robustness of each feature is presented in Eq (1): 
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where jz  represents the jth feature value of the degradation feature Z after undergoing a smoothing 

process; n represents the total number of values in the feature sequence. 
Here, we employ the exponentially weighted moving average (EWMA) method for data 

smoothing, and the formula is presented in Eq (2): 
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where the coefficient β indicates the speed of weight decay, and a smaller value leads to a faster 
weight decrease. 

2.2. Trend measurement 

The equipment degradation process is irreversible. Therefore, the characteristics sensitive to the 
degradation process should exhibit a monotonous degradation trend. However, mechanical equipment 
usually shows a nonlinear degradation trend. The Spearman correlation coefficient [15] can be used to 
measure the nonlinear correlation between two variables, which can reflect the degradation trend of 
each feature over time. The trend measurement for each feature is as shown in Eq (3), which helps to 
select suitable features suitable for RUL prediction by calculating the trend of rolling bearing 
degradation features. 
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where jz  is a sorted sequence of jz , and jt  is a sorted sequence of the sampling time jt . 

2.3. Monotonicity measurement 

The monotonicity is employed to evaluate the degree of monotonic changes in various features 
during the degradation process, and the monotonicity measurement is given in Eq (4). 

     
1 1

1 1
1 1

1

1

n n

j j j j
j j

Mon Z z z z z
n

 
 

 
 

   
                                                         (4) 

where ( )   represents the unit step function. 
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2.4. Weighted comprehensive index 

Considering the robustness, trend, and monotonicity of the features, a weighted comprehensive 
index Q is formulated as Eq (5). 

     1 2 3Q Rob Z Tre Z Mon Z                                                                     (5) 

where the weight 1 2 3, , 0    , 1 2 3 1     . 

3. RUL prediction method for rolling bearings 

To fully explore the temporal correlation characteristics of vibration signals throughout the entire 
lifespan of rolling bearings, we propose a rolling bearing RUL prediction method based on degradation 
detection and deep BiLSTM model. Initially, the common time domain, frequency domain, and time-
frequency domain features of the signals are extensively extracted, and three feature evaluation 
metrics are employed to construct a weighted synthetical index for optimal feature selection. A 
degradation detection method for bearings is proposed to determine the beginning time of 
degradation and define linear RUL prediction labels. Subsequently, a deep BiLSTM model was 
established, incorporating Dropout mechanisms and segmented learning rates to optimize the model 
for rolling bearing RUL prediction. The main process of the method is shown in Figure 1, including 
three key components: Feature selection, label processing, and model construction for RUL 
prediction. The details are as follows. 

 

Figure 1. RUL prediction process. 

3.1. Feature selection for model input 

Vibration signal analysis has the advantages of convenient collection and abundant information. 
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It has become a common method for bearing fault diagnosis and RUL prediction. To enhance the 
accuracy of RUL prediction, it is necessary to extract and select the original vibration data 
appropriately. The specific steps are as follows. 

3.1.1. Input feature extraction 

To comprehensively capture the degradation information of rolling bearings, the common time 
domain, frequency domain and time-frequency domain features are extracted from the full lifespan 
vibration data of the bearings in this paper. 

The time domain characteristics have the advantages of intuition, simple calculation and obvious 
trend, and can reflect the relevant information of bearing degradation, but the fault defect or 
degradation degree characterized by different parameters are different to some extent. The mean value 
reflects the change of vibration intensity. The root mean square value reflects the change of wear degree. 
The peak value reflects the change of shock vibration caused by the fault. The skewness reflects that 
the bearing has local pitting or spalling, but it is not sensitive to early failure. Pulse factor and margin 
factor are sensitive to surface damage and early failure. Therefore, it is necessary to use the feature 
parameters comprehensively, so that the extracted degradation feature set can reflect the performance 
change of the whole life cycle. Eleven time domain features are extracted in this paper, including mean, 
standard deviation, root mean square, root mean square amplitude, peak value, skewness, kurtosis, 
peak factor, margin factor, waveform factor, and pulse factor. 

Bearing degradation will cause the change of vibration amplitude, which is manifested in time 
domain characteristics, but the essence is the change of vibration frequency component. The frequency 
domain analysis of vibration signal describes the distribution of different frequency components in the 
spectrum, reflecting the fault type and degree of rolling bearing. Similar to the time domain features, 
the bearing fault related information reflected by the frequency domain features also has some 
differences. The mean frequency reflects the change of vibration energy; the frequency standard 
deviation reflects the variation of the dispersion degree of vibration energy. The centroid frequency 
reflects the change of the spectrum distribution. Different parameters have different sensitivity to the 
type and degree of fault. We should make comprehensive use of the frequency domain features, so that 
the extracted features can reflect the performance changes of the whole life cycle. Six frequency 
domain features are extracted in this paper, including mean frequency, centroid frequency, root mean 
square frequency, frequency standard deviation, frequency kurtosis, and frequency skewness. 

Time domain and frequency domain analysis with low time-frequency resolution cannot reflect 
the frequency change law of non-stationary vibration signal with time and perform local analysis of 
vibration signal. Time-frequency domain analysis can reflect the change of different frequencies over 
time. Based on wavelet transform, wavelet packet decomposition cannot only effectively represent the 
low-frequency signal characteristics of the bearing, but also repartition the high-frequency components 
of the signal to characterize the degradation information contained in the high-frequency signal, so 
that the method can reflect the degradation information of the rolling bearing more comprehensively. 
Therefore, a four-layer wavelet packet decomposition was conducted to perform time-frequency 
domain analysis in this study, and the normalized energy of the first 8 nodes in the time-frequency 
domain is selected as eight feature parameters. 
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3.1.2. Data preprocessing 

Data standardization is a commonly used data preprocessing technique employed to transform 
data into a uniform form with similar scales and distributions, so as to facilitate improved performance 
within certain machine learning algorithms. Data standardization helps ensure that variations in the 
ranges of different feature values do not adversely affect the model’s training and performance. In 
this study, we applied the Z-score standardization method to process the data, with the specific 
formula as follows: 

j
j

z
z





                                                                                        (6) 

where zj represents the jth feature value in the feature sequence,  represents the jth standardized 

feature value in the feature sequence,  represents the standard deviation of all feature values and  

represents the mean of all feature values. 

3.1.3. Optimal feature selection 

The principles in Section 2 are utilized for the optimal feature selection. The robustness, trend 
and monotonicity measurement indexes of each feature are calculated using Eqs (1)–(4). 

Considering the robustness, trend, and monotonicity of the features, the weighted comprehensive 
index Q of each feature is calculated using Eq (5). 

3.2. Output label processing 

3.2.1. Determine the degradation beginning time 

A degradation detection strategy is used to determine the degradation starting time. Calculating 
the mean value nor  and standard deviation nor  of the absolute value of the bearing vibration 

acceleration under normal operating conditions, when the absolute value of the vibration acceleration 
exceeds nor nor3   for many consecutive times from certain point, this point is regarded as the 
beginning time of bearing degradation, and it is also the demarcation point of the bearing’s normal and 
degradation stage. When the bearing is in the degradation stage, the RUL prediction can help to find 
the bearing failure in time, so as to take effective measures to ensure the safe and reliable operation of 
the equipment. 

3.2.2. Define network training labels 

Considering that there is no obvious failure when the bearing is in the normal stage, the network 
labels before the beginning time of bearing degradation are set to 0. Subsequently, the network labels 
increase linearly, with the label set to 1 at the moment of bearing failure. These obtained network labels 
are utilized as training labels for the predictive model, as illustrated in Figure 2. 

jz
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Figure 2. Vibration signal and corresponding label. 

3.3. Prediction model construction 

3.3.1. Determine model inputs and outputs 

The time domain, frequency domain, and time-frequency domain feature sequences of vibration 
signals for each bearing’s entire lifespan are calculated individually. The optimal degradation features 
are selected as the model input through the characteristic measurement indexes presented in Section 3.1. 
The RUL label is established as the model output through the method described in Section 3.2. 

3.3.2. Model training and prediction 

LSTM finds extensive application in the field of time series forecasting, with a pronounced 
advantage in modeling long-term dependencies. A LSTM cell consists of input gate, forget gate, and 
output gate. The forget gate tf  in Eq (7) determines what information the cell state discards. 

  1,t f t t ff W h x b                                                                               (7) 

where ht represents the hidden layer state, W is the weight matrix, and b is the bias matrix. 
The input gate it in Eq (8) controls the flow of new information into the cell.  

  1,t i t t ii W h x b                                                                               (8) 

The cell state is updated by combining the information from the forget gate and the input gate 
through Eqs (9) and (10). 
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  1tanh ,t c t t cc W h x b                                                                              (9) 

1t t t t tc f c i c                                                                               (10) 

The final output state ht in Eq (12) is calculated based on the state ct and the output gate ot in 
Eq (11). 

  1,t o t t oo W h x b                                                                               (11) 

 tanht t th o c                                                                             (12) 

BiLSTM, an enhanced LSTM model, offers significant improvements over traditional LSTM. 
LSTM can process only input sequences in the forward direction, while BiLSTM has the capability to 
handle both forward and backward input sequences simultaneously. This enables BiLSTM to capture 
the relationships more effectively between the current time step and both past and future information, 
thus enhancing the feature extraction performance of the model. 

In BiLSTM, the input of each time step is passed to two different LSTM layers (forward LSTM 
layer and backward LSTM layer), whose purpose is to ensure that the feature data obtained at a specific 
time t simultaneously encompasses information from both preceding and subsequent time steps. The 
specific structure of BiLSTM is depicted in Figure 3. Here, Xt represents the input at time t, ht 
corresponds to the memory output of the forward LSTM unit at time t, ht´ denotes the memory output 
of the backward LSTM unit at time t, and Yt is the output at time t. 

 

Figure 3. BiLSTM network structure. 

To enhance the predictive performance of the model, a deep BiLSTM model is constructed as 
depicted in Figure 4. The input layer is the selected optimal feature set from Section 3.1. There are two 
BiLSTM layers in the model, and there is a Dropout layer after each BiLSTM layer. The fully 
connected layer is after the BiLSTM layers, followed by the regression layer. The RUL label described 
in Section 3.2 is the model output. 
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The Dropout mechanism is implemented to prevent overfitting, enabling the random dropout of 
a certain proportion of neurons within the BiLSTM layer, thereby improving the model’s 
generalization capability. Segmented learning rates are set to optimize the model, facilitating rapid 
convergence during the initial training stage and ensuring more stable convergence in the later stage. 

 

Figure 4. Deep BiLSTM model structure. 

After dividing the dataset into a training set and a test set, the deep BiLSTM model is trained 
using the training set, and use the test set to verify the model. The accuracy of the model is assessed 
using the root mean square error (RMSE). RMSE is defined as follows: 

 2

rms
1

1 n

j j
j

e l l
n 

 
                                                                           (13) 

where jl  represents the actual values of the RUL labels, jl  represents the predicted values of the 

RUL labels. 

4. Case study 

The life-cycle experimental data of rolling bearings used in this paper is the XJTU-SY bearing 
data set [16] released by Professor Lei Yaguo’s team of Xi’an Jiaotong University. In order to obtain 
the vibration signal of the bearing throughout its life cycle, two unidirectional acceleration sensors are 
used to collect the bearing vibration information in the horizontal and vertical directions fixed by the 
magnetic seat, respectively. The sampling interval is 1 min, each continuous sampling time is 1.28 s, 
and the information is recorded in an Excel file with a sampling frequency of 25.6 kHz. XJTU-SY 
bearing data set collects a total of 15 groups of rolling bearing life-cycle data under 3 working 
conditions, the specific information is shown in Table 1. There are 5 groups of data under each working 
condition. The radial force and the rotational speed of each condition are listed in Table 1. 
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Table 1. XJTU-SY dataset. 

Working condition 1 2 3 
Radial force/kN 12 11 10 
Rotational speed/(r/min) 2100 2250 2400
Number of groups 5 5 5 

4.1. Bearing input feature selection and output label setting 

In order to avoid the influence of different working conditions on the RUL prediction results, we 
take five groups of bearing horizontal vibration data samples in working condition 1 as an example 
(the number of samples in each group is listed in Table 2), and calculates the time domain, frequency 
domain, and time-frequency domain characteristics of each group of vibration data, which is a total 
of 25 feature parameters. In order to avoid the influence of the calculation results of different 
bearings on feature selection, Bearing1-1, Bearing1-3, and Bearing1-4 samples are selected here to 
calculate the robustness, trend and monotonicity measurement of the features of each sample 
according to Eqs (1)–(4), and the average value of the three samples is taken as the measurement index 
value of each feature. Figures 5–7 show the results. 

Table 2. The number of samples in each group in working condition 1. 

Working condition 1 2 3 4 5 
Number of samples 123 161 158 122 52

Figure 5 lists the values of each metric index of six frequency domain features, namely mean 
frequency (Z1), centroid frequency (Z2), root mean square frequency (Z3), frequency standard deviation 
(Z4), frequency kurtosis (Z5), and frequency skewness (Z6). 

 

Figure 5. The measurement indexes of the features of frequency domain. 

Wavelet packet decomposition is used to analyze vibration signals in the time-frequency domain. 
“db44” is selected as the wavelet packet base function to perform 4-layer wavelet packet 
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decomposition. The normalized energy of the first 8 nodes is taken as the 8 feature parameters in the 
time-frequency domain, denoted as Z7 to Z14 respectively, and their metric values are shown in Figure 6. 

 

Figure 6. The measurement indexes of the features of time-frequency domain. 

Figure 7 lists the value of each metric index of 11 time domain features: mean value (Z15), 
standard deviation (Z16), root mean square (Z17), root mean square amplitude (Z18), peak value (Z19), 
skewness (Z20), kurtosis (Z21), peak factor (Z22), margin factor (Z23), waveform factor (Z24), and pulse 
factor (Z25). 

 

Figure 7. The measurement indexes of the features of time domain. 

The weighted comprehensive index Q value is calculated based on Eq (5). In this paper, let 

1 0.3   , 2 0.4   , 3 0.3   , and 13 features with Q > 0.7 are taken as model inputs, including 4 

frequency domain features, 4 time-frequency domain features and 5 time domain features as shown in 
Figure 8 and Table 3. Each input feature is standardized by Eq (6). 
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Figure 8. The sorted weighted comprehensive indexes of the degradation features. 

Table 3. The features selected as model inputs. 

Selected feature Description Domain 
Z1 Mean frequency Frequency 
Z5 Frequency kurtosis Frequency 
Z18 Root mean square amplitude Time 
Z16 Standard deviation Time 
Z17 Root mean square Time 
Z4 Frequency standard deviation Frequency 
Z24 Waveform factor Time 
Z10 The normalized energy of node 4 of 4-layer 

wavelet packet decomposition
Time-frequency 

Z11 The normalized energy of node 5 of 4-layer 
wavelet packet decomposition

Time-frequency 

Z3 Root mean square frequency Frequency 
Z19 Peak value Time 
Z14 The normalized energy of node 8 of 4-layer 

wavelet packet decomposition
Time-frequency 

Z9 The normalized energy of node 3 of 4-layer 
wavelet packet decomposition

Time-frequency 

nor  and nor  of the absolute value of the vibration acceleration in the first 10 Excel files of each 
bearing (under normal working conditions) are calculated, and when the absolute value of the vibration 
acceleration exceeds nor nor3    for 14 consecutive times from a certain point, this point will be 
regarded as the starting moment of bearing degradation. The RUL label is set as the model output using 
the method proposed in Section 3.2. 

4.2. Establishment of RUL prediction model 

Figure 4 shows the establishment of a deep BiLSTM model based on Dropout mechanism and 
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piecewise learning rate. The specific network parameter settings are shown in Table 4. 

Table 4. Network parameters. 

Network parameters Specific setting 

Optimization algorithm Adam 
Number of input layer units 13 

Number of output layer units 1 

Number of BiLSTM1 layer units 100 

Discard rate of Dropout layer 0.5 

Number of BiLSTM2 layer units 50 

Maximum number of epoch 60 

Initial learning rate 0.008 

Learning rate decline period 20 

Learning rate decline coefficient 0.5 

Furthermore, the support vector machine (SVM), the traditional recurrent neural network (RNN), 
the single-layer BiLSTM, and LSTM prediction models without Dropout mechanism are established 
respectively. Bearing1-1, Bearing1-2, Bearing1-3, and Bearing1-4 samples are selected as the training 
set to train the models, and Bear-ing1-5 is used as the test set. The prediction results of the methods are 
shown in Figure 9. The RMSE of the methods is calculated according to Eq (13) as shown in Table 5. 

 

Figure 9. Prediction results. 

From Figure 9 and Table 5, it can be seen that the prediction results obtained by the proposed 
method are the closest to the real RUL label with less fluctuation, and the trend fitting effect is the 
best and the RMSE is the smallest. The SVM model has the biggest RMSE, and its prediction result 
deviates from the true RUL curve to a higher degree. The prediction result of the RNN model has 
greater fluctuation. When the bearing tends to fail, the LSTM prediction value deviates more from 
the real label. 
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Table 5. The RMSE of the methods. 

Method erms 

Proposed method 0.0281 
LSTM 0.0623 

BiLSTM 0.0825 

RNN 0.1090 

SVM 0.1170 

5. Conclusions 

In order to fully explore the time-series correlation features of bearing vibration signals over the 
life span, a total of 25 commonly used signal features in time domain, frequency domain and time-
frequency domain were extracted. By calculating the monotonicity, trend, and robustness measurement 
of each feature, the weighted com-prehensive index values were sorted, and a total of 13 optimal 
features that could fully reflect the bearing degradation information were selected. 

A new detection method for bearing degradation was proposed to determine the starting point of 
degradation, the piecewise linear network labels were constructed as the RUL prediction labels. A deep 
BiLSTM model is built for predicting the rolling bearing RUL by adding Dropout mechanism and 
setting piecewise learning rate. Compared with SVM, RNN, the single-layer BiLSTM, and LSTM 
prediction models without Dropout mechanism, the proposed method has the best trend fitting effect, 
and the RMSE value is the smallest (0.0281). Therefore, the method in this paper can accurately predict 
the rolling bearing RUL, so as to protect the safe and reliable operation of rotating machinery. 

In the next step, the proposed method will be extended to the RUL prediction of rolling bearings 
of multiple conditions in combination with the transfer learning method. 
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