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Abstract: Least squares (LS) is a commonly used pilot-based channel estimation algorithm in or-
thogonal frequency division multiplexing (OFDM) systems. This algorithm is simple and easy to
implement because of its low computation complexity. However, it has poor performance, especially
at low signal-to-noise ratio (SNR). To solve this problem, an improved LS channel estimation method
based on convolutional neural network (CNN) is proposed on the basis of analyzing the traditional LS
channel estimation methods. A channel estimation compensated network is designed based on CNN,
which can solve the problem of performance degradation of the mean square error (MSE) through the
online and offline modules. By designing the input-output relations, training data set, and testing data
set, a CNN network is iteratively trained to learn the relevant features of the channels, so that the tradi-
tional LS estimation value can be corrected to improve the accuracy. Simulation results show that the
proposed method can achieve better performance in bit error rate (BER) and MSE, compared with the
traditional channel estimation methods.

Keywords: convolutional neural networks; OFDM systems; least squares channel estimation; low
signal-to-noise ratio

1. Introduction

Orthogonal frequency division multiplexing (OFDM) is a multi-carrier modulation method, which
divides the channel into a number of orthogonal sub-channels to transmit data in parallel, thus improv-
ing the efficiency of spectrum utilization in systems. One of the keys to perform coherent detection at
the OFDM receivers is the channel estimation [1], and its precision will directly affect the performance
of the whole system.

Common channel estimation methods include channel estimation using reference signal (pilot-
based estimation), blind channel estimation and semi-blind channel estimation [2]. Although blind
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channel estimation and semi-blind channel estimation have high spectrum efficiency, their computa-
tion is too complex for practical application. Channel estimation methods based on pilot signals are
commonly used in OFDM systems [3, 4], moreover, the pilot channel estimation algorithms are clas-
sified into LS channel estimation, maximum likelihood (ML) channel estimation, and minimum mean
square error (MMSE) channel estimation [5]. LS channel estimation has the lowest complexity among
the three types of algorithms. However, its performance will deteriorate significantly at low signal-to-
noise ratio (SNR), since it ignores the influence of noise during estimation. Channel impulse response
(CIR) has a great influence on ML channel estimation. In ML channel estimation, the parameters are
estimated by maximizing the likelihood function to obtain the channel frequency response, however,
the performance of this method will decrease significantly for a longer CIR. MMSE method has better
performance, but it needs the prior statistics of the channel [6].

Considering the above analysis of traditional channel estimation algorithms, various new methods
for improving traditional algorithms are currently being explored in order to further enhance channel
estimation performance. Wang et al. [7] has improved the LS algorithm by applying wavelet denoising
(WD) and distance decision analysis (DDA) to implement two-stage denoising based on the transform
domain. The results showed that this approach could improve the detection performance of the LS
channel estimation method based on the transform domain at low SNR. However, due to the relatively
complex architecture of the proposed algorithm, it has high computational complexity. Especially for
the denoising stage of distance decision analysis, it becomes computationally expensive as the dataset
size increases. Moreover, all the computations are carried out online, which can limit its practicality
for detecting real-time channel statement. Li et al. [8] proposed an improved MMSE algorithm by
designing a special training sequence to convert the multi-antenna problem into a single-antenna prob-
lem, which greatly reduces the size of the inverse matrix in the MMSE algorithm. At the same time, a
singular value decomposition method is designed for near-rank approximation, in order to achieve an
ideal low-order estimator and further simplify the algorithm.

As a key technology of artificial intelligence, deep learning (DL) has been applied in a variety of
traditional fields and has achieved significant performance improvement. DL is likewise used for chan-
nel estimations in OFDM systems. One approach is to regard the neural network as a “black box™ and
customize the input-output model of the network in the channel estimation algorithm, in which the
parameters of the network can be learned by using training data sequences. He et al. [9] designed
a learned denoising-based approximate message passing (LDAMPA) network based on learning de-
noising. Usually, channel estimation is performed by estimating the channel values at pilot locations
and then performing some operations to estimate the channel values. This algorithm, however, learns
the noise distribution in the channel and performs subtraction operations at the receiver to obtain the
corresponding channel values. CNN is a kind of feedforward neural networks with deep structure
and convolutional computation. Soltani et al. [10] treats the channel transmission matrix as a two-
dimensional image and introduces CNN for denoising processing to obtain channel state information
(CSI). Because of the CNN characteristics of local receptive field, weight sharing and spatial or tem-
poral down-sampling, the relevant features of the channel from the received signals can be effectively
extracted and the accuracy of channel estimation can be increased. From the perspective of signal
detection, He et al. [11] no longer focus on estimating the channel at the pilot frequency, but concen-
trate on the transmitted and received information, in which its input-output relations can be learned by
the neural network and the received signal can be predicted directly at the receiver. Recurrent neural
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network (RNN), particularly long short term memory (LSTM) can process time-series OFDM signals
because of its memory ability, so that it is well adapted for time-varying channels. Mohammed et
al. [12] adopts LSTM to implement the DL-based channel estimation for OFDM 5G systems. Such a
“black box” approach integrates the channel information and variable parameters into the “black box”,
so that it has fewer calculation parameters and is highly adaptable. However, the invisible channel
information makes the interpretability of the channel state worse, and the channel estimation perfor-
mance is uncontrollable. Especially in the complex channel environments, the good results for network
training cannot be guaranteed when encountering unseen channel characteristics.

In addition to the approach treating neural networks as a “black box”, there is another approach
of combining the traditional channel estimation methods with the neural networks, that leverages the
strengths of both techniques. The combination approach takes a sequential approach where traditional
estimation is initially performed to obtain initial channel estimates, which are then improved using a
neural network. That is, this approach can improve the accuracy and stability of channel estimation.
As shown in the Table 1, each of the approaches based on DL has its own features, which should be
selected based on the specific application scenario and requirements.

Table 1. Comparison of “black box™ approach and combination approach.

“black box” approach combination approach

Method the neural network is regarded combine the neural network
as a “black box” and can learn and the traditional channel es-
input-output relations timation methods

Purpose directly predict the received improve the estimation results

Request for the dataset

Processes

Strengths

Weaknesses

Applications

signal at the receiver

require a large amount of
training data to achieve opti-
mal performance

process of the deep neural net-
work

high accuracy compared to the
traditional methods;

less parameters;

time series data processing
ability (RNN, LSTM);
adaptable to different environ-
ments

computationally expensive;
low interpretability

all kinds of channels but need
sufficient data for training

based on traditional method
potentially offer better accu-
racy with less training data

two steps (channel estimation
+ the deep neural network)
improves the accuracy of
channel estimation;
robustness

high complexity of the chan-
nel estimation process
complex and changeable
channel environment

Considering the shortcomings of the traditional LS channel estimation method, we propose an im-
proved LS channel estimation algorithm based on CNN. In our proposal a CNN network is added after
the channel estimation to correct the channel estimates. Benefiting from the initial estimation provided
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by LS, the reliance on a massive dataset for training the neural network model is reduced. The pro-
posed scheme has roughly two steps. In the offline training phase, the data for simulation are generated
first, including the sending data and receiving data, which are used to acquire the channel estimates
through traditional LS estimation. Then, the channel estimates are input into the CNN network, and
the channel data generated by Rayleigh channel model are set as targets. Using MMSE principle, the
CNN network learns the distribution features of the channel by iterative training. Then, it moves to
the online restoration phase. In this phase, the new channel estimates generated by the traditional LS
estimation method are input into the trained CNN network. Thus the new channel estimates can be
corrected and get closer to the real values. Simulation results show that this method can improve the
performance of the original LS method. Its effectiveness and feasibility has also been verified by the
simulation results.

2. LS channel estimation in OFDM systems

In the process of traditional OFDM communication, by performing the constellation mapping, the
bit stream is mapped to the symbols at the transmitter. Then the serial symbol sequence is converted
to N parallel symbol streams which are modulated to different subcarriers, and N-point inverse fast
fourier transform (IFFT) is implemented. In order to eliminate inter-symbol interference (ISI) caused
by the multipath propagation, a cyclic prefix (CP) length of xg; is inserted, which is greater than or
equal to the maximum channel delay, 7. The serial time domain signal x(n) converted from parallel
format reaches the receiver through channel i(n). At the receiving end, the mathematical model for
receiving the signal of the multipath channel is usually expressed as:

y(n) = x(n) ® h(n) + w(n) (2.1

where x(n), y(n), h(n) and w(n) respectively indicates the sending signal, receiving signal, channel
parameter and noise. x(n) is a vector of length N; + xg;, and N is the number of subcarriers in one
OFDM symbol, 0 < n < N + xg; — 1. All signals are complex, thus ® is introduced for convolution
computation. The corresponding receiving signal in frequency domain can be defined as:

Y(k) = X(k)H (k) + W(k) (2.2)

where X(k), Y(k), and W (k) are derived from x(n), y(n) and w(n), respectively, by using discrete Fourier
transform (DFT), 0 < k < N + xg; — 1. The system is assumed to be completely synchronized.
Based on the Eq (2.2), the objective function is established according to LS Criterion as follows:

J(H) = arg min {(Y - x,)" (¥ - XFI,S)} 2.3)

where H is the channel estimation result based on pilot symbols. The partial derivative of Eq (2.3) can
be written as:

Hy=X'Y=H+X'W (2.4)

Channel estimation value A is substituted into mean square error (MSE) formula. It can be calcu-

T wsme e e )= e {cw) eow) -

From Egs (2.4) and (2.5), it is found that noise has an impact on the LS channel estimation. Strong
noise or low SNR results in poor performance on estimation accuracy and MSE.
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3. Improved LS channel estimation based on CNN

The overall flow of the proposed LS estimation module based on CNN is depicted in Figure 1. The
estimation is split into two parts: the offline and online signal processing.

LS Hls H
estimation > E:]ZI [ >
module 2N
Online
]
Offline
Channel
Model
Data generation LS CNN
module E::b C—| estimation [——) module
module
Transmis-
sion
Symbol

Figure 1. Channel estimation process based on CNN-LS.

3.1. Offline signal processing scheme

The offline signal processing mainly includes three modules: data generation module, LS estimation
module and CNN module.

Data generation module mainly aims to generate transmission symbols x(k) and true values h of
the channel. In this module, a binary data string x(k) is randomly generated as transmission symbols,
and N, pilots are inserted into the data string. In the simulation, the generated data is transmitted over
Rayleigh fading channel and arrives at the receiver. In addition, according to Rayleigh fading channel
model [13], the true value 4 of the channel, which is obtained through simulation, is used as the target
value during the training of CNN.

In the LS estimation module, the channel estimation values {/p )} can be obtained. For OFDM
systems with N subcarriers, we assume that there are N, pilot symbols at the transmitter, that are
uniformly inserted in comb type. At the receiver, for the m-th pilot symbol (1 < k < N,), the estimation
value is calculated by LS method as:

hp1i(m) = X(m)™' Y (m) (3.1

where the pilot value at the m-th pilot and its corresponding receiving value are given as X(m) and
Y(m), respectively. Estimation values of the pilots are processed by the interpolation calculation, and
hp ;s is derived.

In the CNN module the feature distribution of the channel is simulated, and can be employed for
correction of the traditional LS channel estimates. The inputs to the CNN network are the LS channel
estimates {fp ;;}, and the corresponding true values {h} are adopted as the labels. Moreover, the network
is trained in an end-to-end manner.
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Based on the above analysis, the proposed method to generate the training data may be summarized
as follows: First, the channel estimate il%s is calculated from the pilot frequency. Meanwhile, the
true value /¥ of this iteration is calculated based on Rayleigh fading channel model and stored, where
k 1s the sample index. Then the procedure repeats until it generates the whole network training set
({ilg(,)zs}’ {16000 and testing set ({ﬁgi)ls}, {h™})16000<k<20000- The sample sizes of the datasets can be
derived from the subscript k.

Specifically, the concrete model of the proposed CNN network is shown in Figure 2.

fully connected dropout
flatten fully connected
__ L2
1
Input _ Batch . pooling || L] L Batch | L] [ Batch _Output
hys Normalization Convolutional (2*2)9 Normalization Normalization H
L @*2)
7(-1H L] AR A 71

Figure 2. Structure of the proposed CNN network.

The proposed CNN network is composed of an input layer, a convolutional layer, a pooling layer,
three batch normalization (BN) layers, a dropout layer and two fully connected layers, which are
discussed in the following paragraphs.

1) Input layer: The neural network does not support complex numbers as inputs presently, however
the channel signals are complex data. Therefore, it is necessary to process the data before being input
into the network, that is, to separate the real and imaginary parts of the complex data and concatenate
two parts into vectors. The channel length in this paper is 5, and the number of training data is 16,000.
Consequently, after dividing the real and imaginary parts of the channel data, 16,000 sets of channel
estimate values length of 10 and corresponding true values are used for training the model. The training
data are fed into the neural network in batches, where the batch size is 1000 and the number of training
epochs is 100.

2) Convolutional layer and pooling layer: The convolutional layer is for feature extraction of the
data. Before the convolution operation, the original data are preprocessed through increasing the di-
mensions of data by the tf.expand_dims function in Tensorflow. Thus we can implement convolution
of the inputs and the convolution kernels. The convolutional operation of the CNN network can be

represented by:
Fi.v rn 1y

&N _ (5)) (=10 (k)
Lij =9 Z Z Z Wei cr " Zivsjre T b™"cL (3.2)
£=0 s=0 1=0

where 7/, denotes the output of the f-th convolutional kernel in the [-th convolutional layer. zfi_;]ﬂ?t

is with reference to the input of the /-th convolutional layer. r,, and r, are respectively the width and
height of the convolutional kernel. The weight of the node in the convolution layer is w(f }f " and its

bias is b*® ;. F,_; is the number of feature maps. o is the activation function, which is ReLU. 64
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convolutional kernels with size of 2 * 2 are adopted in this paper. In addition, the convolution with a
step size of 1 is performed on the input. The output of the convolutional layer is input to the pooling
layer, which can be used to reduce dimension of the features and compress the data. The max pooling
operation is adopted so that the maximum value within the pooling window area is set as the output
value of sampling. Now assuming the output from the previous layer of size & * w, the maximum
pooling can be expressed by:

2\, j)yp = max. (Z("‘)(i P+, j kT + n)) (3.3)
0;23;;:1

where, Z'(i, j),;p is the output after max pooling of the I-th pooling layer, and 0 < i < h —r, + 1,
0<j<w-r,+1

3) BN layer: In deep neural networks, with the increase of the network depth, the input distribu-
tion changes after multiple linear and nonlinear transformations. However, their corresponding labels
remain consistent, which leads to many problems such as decrease of learning speed and gradient van-
ishing. Therefore, in this paper we add a BN layer after the fully connected layer [14], which is mainly
used to accelerate the training speed and improve the normalization ability of the network. The BN
layer is mainly to cast the input distribution of any number of neurons to a standard normal distribu-
tion with mean O and variance 1, in each layer of the neural network. Due to the problem that some
data cannot be activated after enforcing normalization, the transformation and reconstruction method
is employed. Furthermore, two parameters y, 8 are introduced and trained, so that the network can
recover the feature distribution that the original network needed to learn. The computation flow of the
BN layer is shown in Algorithm 1.

Algorithm 1 BN algorithm

Input: Each mini-batch: B = x(;_)
Input: Parameters to be learned: vy, 8
Output: {yi = BN%ﬁ(xi)}

I g — 3 X // mini-batch mean
2 1 m 2 . . .
2 g — Yt (xi — up) // mini-batch variance
3 X e 2L // normalization
E[L—E

~

B
. yi < Bx;+ 8= BN,4(x;) //quantization and offset

4) Dropout layer: Since the proposed network is trained for the offline condition using the data
generated by the channel model, not only training accuracy but also testing accuracy of the model
needs attention. Therefore, all these requests put forward higher demand for normalization of the
model. During the training of neural networks, over-fitting often occurs, that is, the model has high
prediction accuracy on the training set, but low accuracy on the testing set. Accordingly, we adopt the
dropout layer to avoid over-fitting, and the way it works is: Half of the feature detectors are ignored
to reduce their interaction. Using this method, the model will not rely on some local features, so as to
improve the generalization of the model. The network model for the dropout layer is shown in Figure 3.
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(a) Standard Neural Net (b) After applying dropout.

Figure 3. Network model after applying dropout.

5) Fully connected layer: The data coming from the max pooling layer are flattened, and then used
as the inputs of the fully connected layer. The role of the fully connected layer is to combine the
extracted features to get the output. Because only one fully connected layer will lead to nonlinear
problems, two fully connected layers are used in this paper. The equation in fully connected layers can
be described as:

Z've = o(WieZ™' + bre) (3.4)

where, Z' denotes the output of the I-th layer of fully connected layer, Wrc and bpc are the weights
and biases of the fully connected layer nodes, respectively. The output of the last fully connected layer
is a vector of length 10, which represents the channel data in the form of concatenation of its real and
imaginary parts.

4. Online signal processing

Forward propagation is adopted in the online signal processing part. To begin with, a new LS
estimate ,,,. arrives at the receiver. Then it is fed into the trained neural network, in order to correct the
LS estimate and obtain the corresponding new channel estimate fz,,re based on the CNN-LS algorithm.
Assuming that f,() is the transformation formula for the network and 6, is the parameter of the
network, the corrected output can be expressed as:

~

hpre = fest(hprea Oest) 4.1)
5. Neural network training and testing

As described in Section 3.1, the CNN network is trained using the training data set (ilg(,)zs’ h(k))k<16000
in an end-to-end manner [9], in order to optimize the weights and biases of the network. The loss func-

- 2
tion used for training is given as L = % ZQ’:] (thS - h) , and N is related to the size of each mini-batch.
The Adam optimization algorithm is employed to minimize the loss function, combining the optimal
performance of AdaGrad and RMSProp algorithms. Consequently, independent adaptive learning rates
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are designed for different parameters by computing the first and second moment estimations of the gra-
dient. The size and the number of the convolution kernel are respectively set to 2 and 64, moreover,
it uses the RelLU activation function. For further improving the network performance, we adopt the
BN layer and dropout layer. The network training stops at 100 epochs when the loss value does not
decrease, and this network is regarded as a well-trained artificial neural network. The testing data are
sent to the well-trained network to validate the proposed method. The final value of the loss function
in the simulation is 5.2051e-05, which cannot be reduced any further.

In the testing phase, the feature distribution of the channel is first generated the same as the training

process. For the testing set (izg?ls, h("))16000<k<20000, ﬁg‘fls are input into the trained CNN network. The

predictive values {iz%x} re are calculated, and compared with the true values 4. By comparing the bit
error rate (BER) of the traditional estimation methods and the improved LS estimation method based
on CNN, we can demonstrate that the proposed LS estimation method has better performance.

6. Simulation and evaluation

The CNN model used for training in this paper contains one convolutional layer, one pooling layer,
and two fully connected layers. The sample sizes in the training and testing sets are 16,000 and 4000,
respectively. Rayleigh channel model is used in the simulation. The number of subcarriers in OFDM
system is 1024, and quadrature phase shift keying (QPSK) is adopted in the modulation process. The
proposed CNN method is implemented by using Python 3.5.2 and Tensorflow 1.13.1, moreover, the
CPU is AMD RS5 3600 and GPU is Nvidia GeForce RTX 2060.

First, we evaluate the performance of the improved LS estimation algorithm based on CNN in
terms of BER over a range of SNR values, comparing to the traditional estimation algorithms. The
traditional channel estimation algorithms include the LS algorithm, DFT channel estimation algorithm
and LMMSE channel estimation algorithm. Here, assuming the channel estimation algorithms for the
OFDM systems are based on the comb-type pilot arrangement, the number of pilot symbols is 8, and
they are uniformly inserted into the subcarriers. Figure 4 shows the BER performance for the different
channel estimation algorithms.

Different channel estimates bit error rate curves
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101 - IR S DFT
] e -« LMMSE
RN, N -+ CNN_LS
‘l\\\‘x\\\\\_‘\\
— ‘5\ e ‘-.\
5 1072 5 DR NN
3 ] RN N W
e
] TN el
1072 Fauu e
] AN
NG
"+
T T T T T T T
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SNR/dB

Figure 4. BER vs. SNR for different channel estimation methods.
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The results in Figure 4 illustrate that compared to the traditional channel estimation algorithms,
the BER performance has significantly improved in the proposed CNN_LS algorithm. Through the
iterative training of CNN, the model of CNN_LS has learned the feature distribution of the channel,
which can correct the existing LS estimation results to improve the system performance. Further-
more, comparing with the DFT and LMMSE channel estimation algorithms, CNN_LS also has better
performance.

The performances of different channel estimation algorithms in term of normalized MSE (NMSE)
varied by SNR are shown in Figure 5. We introduce the NMSE to express the error vector magnitude,
in order to quantify the performance gap between the different channel estimation methods. From Fig-
ure 5 we can observe a huge performance benefit of the CNN_LS algorithm with low SNR, compared
with the traditional estimation algorithms. Conversely, with high SNR, all the estimation algorithms
have great improvement on NMSE performance.

Different channel estimates nmse curves
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] \\\\\\ -4 LMMSE

NN -+ CNN_LS
—_ -3 \\\\\
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Figure 5. NMSE vs. SNR for different channel estimation methods.

As the number of pilots has an impact on channel estimation, the quality of channel estimation
can be improved when the number of pilot symbols is large, however it also affects the transmission
efficiency. Therefore, in this paper we investigate the effect of the number of pilot symbols for different
channel estimation algorithms. With the increase of the number of pilot symbols, i.e., 8, 16, 32, and
64, the corresponding BER performance of different algorithms with an SNR value of 20 dB can be
found in Figure 6.
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Figure 6. BER vs. No. of pilots for different channel estimation methods.

As shown in Figure 6, at high SNR, the CNN_LS method also has better performance than the tradi-
tional estimation methods. Moreover, the performance of the CNN_LS method is robust to the variable
number of pilot symbols. When the number of pilot symbols is greater than 30, with the increase of
pilot symbols, the BER performance of the proposed algorithm decreases slowly. In summary, the
proposed algorithm can meet the requirement of BER by using less pilot symbols, saving the pilot
overhead of the system.

7. Conclusions

Considering the poor performance of the traditional LS channel estimation method, we propose an
improved LS channel estimation method based on CNN in this paper. This method learns the distribu-
tion features of wireless channels by designing the input-output relations, training set and testing set
of the CNN network, so that the traditional LS estimate can be corrected. The simulation results show
that compared with the traditional LS channel estimation algorithms, the performance of BER and
NMSE was better improved by the proposed CNN_LS algorithm, and the overhead of pilot frequencies
was reduced. This observation leads us to conclude that the proposed CNN_LS algorithm has better
performance on BER, MSE and robustness than the traditional channel estimation methods in OFDM.
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