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Abstract: Most of the existing research on enterprise tax arrears prediction is based on the financial 
situation of enterprises. The influence of various relationships among enterprises on tax arrears is not 
considered. This paper integrates multivariate data to construct an enterprise knowledge graph. Then, 
the correlations between different enterprises and risk events are selected as the prediction variables 
from the knowledge graph. Finally, a tax arrears prediction machine learning model is constructed and 
implemented with better prediction power than earlier studies. The results show that the correlations 
between enterprises and tax arrears events through the same telephone number, the same E-mail 
address and the same legal person commonly exist. Based on these correlations, potential tax arrears 
can be effectively predicted by the machine learning model. A new method of tax arrears prediction is 
established, which provides new ideas and analysis frameworks for tax management practice. 
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1. Introduction  

As the paramount source of national public finance, taxation is a normative form of social 
resource allocation. Tax compliance refers to the compliance of taxpayers with national taxation 
regulations and obligations. There is no doubt regarding the enterprises’ social responsibility in terms 
of compliance with tax payment [1]. A low level of tax compliance brings a serious risk of tax erosion 
to a country. Tax arrears of enterprise is a typical form of tax non-compliance. It is ubiquitous and 
hugely impactful worldwide. Accurate prediction of potential tax arrears is theoretically and practically 
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important in taxation management. 
Current research on predicting tax arrears behavior mainly focuses on individual taxpayers and 

corporate financial indicators. Marghescu [2] predicts the tax arrears behaviors of 328 Finnish 
enterprises using logistic regressions. Scholars also deploy various machine learning algorithms to 
predict tax non-compliance [3–6]. The summary of the above research results is shown in Table 1. 

Table 1. Tax arrears behavior and other tax non-compliance prediction results comparison. 

Research literature 
Data 
source/sample size 

Prediction method 
Independent 
variable 

Prediction object 
Predictive 
ability/accuracy 

Marghescu. et al. 
(2010) 

Finland/328 Logistic regression Financial index Tax arrears 61.6% 

Su. et al. (2018) China/120,000 Integration model 

Financial 
indicators, basic 
attributes of 
enterprises 

Tax arrears 90.6% 

Ippolito. et al. 
(2021) 

Brazil/604 XGBoost. et al. 
Invoices, tax 
penalties 

Tax crime 0.998 (AROC) 

Vanhoeyveld. et al. 
(2020) 

Belgium/950,000 
FWAD exception 
detection 

Tax regulatory 
ratio 

VAT fraud 

5 to 100 times 
higher than the 
fraud detected by 
random selection 

Abedin. et al. 
(2021) 

Finland/768 XGBoost. et al. Financial index Tax arrears 71.9% 

Siimon and 
Lukason (2021) 

Estonian/49,156 decision tree. et al.
Previous tax 
arrears 

Tax arrears 95.28% 

There are still several shortcomings in current research: 
First, existing research relies heavily on enterprise financial data, which has high requirement for 

the integrity and authenticity of financial information. From a broader point of view, financial data is 
also one of the important factors to predict default risk. A typical one is Omega Score, which includes 
financial information such as enterprise financial ratios and transaction data [7]. However, a large number 
of small and medium-sized enterprises have poor information transparency. There are barriers to data 
source [8]. Filing false financial data to the government is one of the main methods of tax evasion. 
Therefore, the reliability of tax compliance risk analysis based on financial data is low. Moreover, the 
financial statements of non-listed enterprises are voluntarily disclosed. The financial statements of 
enterprises filed in government departments are difficult to obtain at will. Therefore, without a 
large amount of legally authorized financial data, it is difficult to carry out more extensive and in-
depth research.  

Second, the relationship between enterprises is seldom considered in tax arrears forecasting. 
According to the tax contract theory, tax is essentially a contract established between all taxpayers and 
the government. Tax non-compliance has obvious characteristics of contract breach [8]. Empirical 
research shows that default events may lead to a greater probability of similar risks in its affiliates. An 
enterprise that has incurred tax arrears or dishonest behavior will lead to a significant increase in the 
probability of tax arrears by its associated enterprises (with the same legal person, the same contact 
information and so on). There are significant correlations with conductivity and few risks exist in 
isolation. Risk contagion is reflected in various scenarios, for example, financial risk between countries 
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and tax compliance risk between taxpayers [9,10]. When considering the risk contagion, a network 
perspective is conducive to a deeper understanding of the complex connection between enterprises and 
their related events [11]. In fact, in addition to financial data, the relationship between enterprises is 
also an important factor to predict the risk of tax arrears. There have been studies focusing on the 
correlations between enterprises to predict default risk. However, they still rely on financial data. For 
example, some studies establish enterprise correlation network based on financial ratios and 
transaction data between enterprises, then use correlation network to forecast default risk [12,13]. The 
ideas and methods adopted in these default prediction studies are of great reference significance for 
tax arrears prediction.  

Third, sample imbalance is a quite common nature in the field of risk prediction [14]. The 
measurement indexes of overall classification ability represented by literatures [3–6] include Accuracy, 
AROC and so on. It is suitable for the balanced distribution of positive and negative samples. However, 
the samples of tax arrears and financial fraud are not balanced. The above models neglect the ability 
to classify minority samples. For example, research [15] predicts the future risk of tax arrears based 
on an enterprise’s own past tax arrears. Although the above dependence on financial data is avoided, 
the accuracy of the model evaluation method cannot fully reflect the prediction power for tax arrears. 
Research [15] also emphasizes that accuracy is not the best reference for model evaluation when 
samples are not balanced. Therefore, in the specific research process, other auxiliary indexes are also 
referred to evaluate the model. 

The concept and method of knowledge graph can effectively analyze the correlations between 
enterprises and provide more variable choices for the prediction of tax arrears. It can further improve 
and optimize the tax arrears forecast research. In order to predict tax arrears of enterprise with more 
available data and more efficient model, in the remainder of this paper, a knowledge graph of 
enterprises is established. The correlations of enterprises with same telephone, E-mail and legal 
person are extracted to form new relations among tax arrears, trust-breaking and enterprises. Finally, 
a machine learning model for tax arrears prediction is established with the factors extracted from 
knowledge graph and the factors related with other aspects such as macroeconomic and business. 

2. Construction of enterprise knowledge graph 

Knowledge graph describes entities such as people, objects, concepts and their relationships in 
the form of graph. Comprising information on the property and structure of graph, the complex 
relationships of the real world can be better presented. The specific construction process involves 
designing pattern graph, data graph, knowledge extraction and knowledge graph storage [16,17]. 

The research on tax arrears behavior in this paper involves a typical industrial knowledge graph 
employing the bottom-up construction mode. It includes four types of entities: enterprises, contact 
information (telephone number, E-mail address), legal persons and events (tax arrears, trust-breaking). 
It also includes five types of initial relationships: “same corporate E-mail”, “same corporate phone 
number”, “same corporate legal person”, “same tax arrears subject” and “same trust-breaking subject”. 

The set of all enterprise nodes is denoted as 𝑁 . The set of E-mail node is denoted as 𝑁 . For 
any enterprise instance 𝑛 ∈ 𝑁  and E-mail instance 𝑛 ∈ 𝑁 , if 𝑛  is the E-mail address of 𝑛 , 
the relation between enterprise and E-mail is established 𝑟 ,

, : 𝑛 𝑟 ,
, : E mail → 𝑛 , and the 

set of 𝑟 ,
,   is denoted as 𝑅 ,  . Similarly, the set of phone number nodes is denoted as 𝑁  , and 

relation between enterprise and phone number is 𝑟 ,
, , the relation set is denoted as 𝑅 , . The set of 

legal person nodes is denoted as 𝑁 , and relation between enterprise and legal person is 𝑟 ,
, , the 
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relation set is denoted as 𝑅 , . The set of event nodes for tax arrears is denoted as 𝑁 , the relation 
between enterprise and event of tax arrears is 𝑟 ,

, , the relation set is denoted as 𝑅 , . The set of 
event nodes for trust-breaking is denoted as 𝑁  , relation between enterprise and event of trust-
breaking is 𝑟 ,

, , the relation set is denoted as 𝑅 , . 
The schema graph and data graph based on the above settings are shown in Figure 1. 

 

Figure 1. Schema graph and data graph of knowledge graph. 

On one hand, Figure 1 can reflect the basic attribute information of the enterprise itself, including 
the enterprise name, industry, taxpayer identification number and so on. The information can be used 
as a variable to predict enterprise tax arrears and an important identifier for entity alignment. On the 
other hand, enterprise nodes can establish relationships through nodes, such as legal person, phone 
number and E-mail address. Furthermore, the correlations between different risk events can be 
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established. For example, if two different enterprises are at the two ends of a phone number node, 
they can establish an association. The tax arrears or trust-breaking events associated with the two 
enterprises can also form association relationships through telephone number. Learning from ideas 
of [18,19], trust-breaking events can be regarded as tax compliance risk related events. Thus, the 
relationships through telephone numbers can provide data support for the prediction of tax arrears in 
the later part of this paper. 

In this paper, the data needed for constructing graphs mainly comprises information on enterprises, 
tax arrears events and trust-breaking events. The sources primarily include two types: One type comes 
from the official data publication channels, such as the Credit Information Disclosure System for 
Enterprises Nationwide and the tax arrears information announcements of taxation authorities, which 
can be extracted through web scraping. The other type originates from third-party data service 
providers such as TianYanCha.com and Qcc.com. As they have adopted more comprehensive anti-
scraping measures, corporate credit reports are obtained in bulk through official channels. 

This paper adopts the primary and secondary integrated data collection method. First, structured 
or semi-structured data is collected from secondary data sources such as TianYanCha.com and 
Qcc.com. Its main form is the third-party enterprise credit report provided by the data service company. 
Next, more direct original data is extracted from data sources as supplements: 1) national enterprise 
credit information publicity system (gsxt.gov.cn); 2) tax default notice of Heilongjiang Electronic Tax 
Bureau of State Administration of Taxation (etax. heilongjiang chinatax.gov.cn). 

Furthermore, the unified social credit code or taxpayer identification number is taken as the sole 
identifier for an enterprise. Corporate entities of different data sources are merged and aligned. For the 
very few samples lacking a unified social credit code or taxpayer identification number, the entities 
are aligned on the basis of the textual similarity of corporate names using the method in literature [20]. 

Based on the above data collection methods, this paper obtains the basic information of all 
enterprises in Heilongjiang Province, China from January 1, 2014 to June 30, 2021. After cleaning and 
processing the original data, the knowledge graph is established. It contains nearly 2.85 million nodes 
and 3.59 million initial relationships in the knowledge graph, as shown in Table 2. The graph database 
Neo4j is used to realize the storage and query of knowledge graph. 

Table 2. Numbers of nodes and initial relationships. 

Node Number of nodes Relationship Number of relationships 

Enterprise 986,471 Enterprise - E-mail 1,266,347 

E-mail 583,248 Enterprise - Phone number 1,223,126 

Phone number 716,778 Enterprise - Legal person 986,471 

Legal person 427,318 Enterprise - Tax arrears 96,764 

Tax arrears 112,950 Enterprise - Trust-breaking 16,777 

Trust-breaking 18,347   

Total 2,845,112 Total 3,589,485 

Due to the large scale of the knowledge graph, a subgraph is selected for display. Figure 2 shows 
a subgraph containing 487 nodes and 437 relationships. Figure 3 shows a subgraph containing 11 nodes 
and 13 relationships. 
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Figure 2. Example 1 of Knowledge Graph 1 (including 487 nodes and 437 relationships). 

 

Figure 3. Example 2 of Knowledge Graph (including 11 nodes and 13 relationships). 

3. Selection of tax arrears prediction factors 

The influencing factors of default events include not only the own characteristics of an enterprise, 
but also social, industry and macroeconomic factors [21–24]. This paper adopts the analytical 
framework of BISEP model (considering five aspects of business, industry, sociological, economic and 
psychological to analyze enterprises’ activities) for tax arrears prediction [25]. With this analytical 
framework, tax compliance including tax arrears is influenced by business, industry, sociological, 
economic and psychological factors respectively. These 5 dimensions of factors include enterprise’s 
own attributes, general status of the industry, social relationship of enterprise, macroeconomic, risk 

enterprise trust-breaking tax arrears legal person email phone number

Enterprise A

Enterprise B 

Enterprise CTax arrears 1
Year 2018 

Tax arrears 2 
Year 2019 

Tax arrears 3 
Year 2019 

Phone  
0451-53****25 

Phone  
139****7373 

Email 
zy***25@163.com 

Legal person 

*** 

Trust 
breaking
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preference, previous interaction with Inland Revenue of enterprise and so on. However, the BISEP 
model mainly focuses on enterprise’s isolated characteristics which influence tax arrears. 

In BISEP, the correlations between enterprises are ignored. In fact, the tax compliance risk of an 
enterprise is not only closely related to its own credit level and business status, but also to other entities 
(individuals, enterprises and so on) in the social economic system. Related risks also influence and 
transform each other [26,27]. If various correlations between enterprises and the external environment 
are ignored, the tax compliance risk is only studied from the perspective of individual enterprises. It 
will make many enterprises with tax compliance risk slip through the net, resulting in serious tax loss. 

Tax compliance risk is not a separate form of risk, but essentially a form of payment default risk. 
Tax compliance risk is closely related to bankruptcy risk. Lukason and Andresson compared the 
predictive ability of financial ratios and tax arrears to bankruptcy [8]. The result shows that tax arrears 
are more accurate than financial ratios in predicting bankruptcy risk. Different default behaviors can 
also be used for the evaluation and prediction of tax arrears. In this paper, we mainly consider tax 
arrears events and trust-breaking events. Tax Arrears mean the tax not paid in due time by the taxpayer 
in accordance with the procedure laid down in the tax law. Trust-breaking events are related to 
dishonest judgement debtor. The official explanation of dishonest judgement debtor is “a person or 
unit who has the ability to perform but refuses to perform an effective legal document-determined 
obligation”. The trust breaking events can be understood as a private debt that is subjectively unwilling 
to be repaid, while the tax arrears can be understood as a public debt owed to the country that has not 
been repaid. 

On one hand, the more similarities exist in telephone number, E-mail address and legal person 
between two different enterprises, the higher probability exists that the same person or highly 
correlated people involve in business of the two enterprises. Therefore, the behavior pattern and risk 
preference of tax compliance will be similar with higher probability, which lead to similar tax arrears 
between the two enterprises. On the other hand, there are correlations between different contract 
violations. Therefore, this paper considers not only enterprise’s isolated attributes and contract 
violations, but also the related enterprise’s events of tax arrears and trust-breaking. Considering the 
availability of data, in the framework of the extended BISEP model, this paper chooses the 
characteristics of the enterprise itself, the industry situation of the enterprise, the macro situation, the 
social relationships of the enterprise, the tax arrears behavior and the trust-breaking behavior as the 
factors for tax arrears prediction. 

In order to reduce the collinearity between industry and economic factors, and the collinearity 
between sociological and psychological factors, these factors are merged to form three categories, 
which are shown in Table 3 together with dependent variable. The first category is the macroeconomic 
indicators of the region where the enterprise is located (F1), which has a fundamental impact on the 
operation of the enterprise, and then affects the ability to pay taxes. The second category is the 
enterprise’s own attributes (F2), which mainly includes registered capital, industry, city, district, county, 
enterprise type and so on. The third category is enterprise-related tax arrears and trust-breaking events 
(F3). If one enterprise or its associated enterprises (with same contact phone number, same E-mail 
address, same legal person and so on) have ever been involved in tax arrears or trust-breaking events, 
the probability of tax arrears will be significantly increased. 
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Table 3. Prediction variables with merged classification. 

variable classification variable name 

Macroeconomic in year 
t(F1) 

Index of tax revenue of the city where the enterprise is located 
GDP growth index of the city where the enterprise is located 

GDP proportion of the industry 

GDP growth index of the industry 

Business(F2) 

Registered capital 

Industry 

Location city 

Location county/district 

Type of enterprise 

Enterprise-related tax 
arrears/trust-
breaking events in 
year t(F3) 

The average number of tax arrears of E-mail related enterprises  

The average number of trust-breaking of E-mail related enterprises  
The average number of tax arrears of phone number related enterprises  

The average number of trust-breaking of phone number related enterprises 

The average number of tax arrears of legal person related enterprises  

The average number of trust-breaking of legal person related enterprises  

The number of tax arrears of the enterprise 

The number of trust-breaking events of the enterprise 

dependent variable 
tax arrears events of the enterprise in year t + 1 (dummy variable, 1 for observations 
with tax arrears, 0 for observations without tax arrears) 

4. Construction of machine learning model for tax arrears prediction 

4.1. Choice of machine learning model algorithm 

Boosting is a common machine learning method that builds an integrated learning model capable 
of solving complex tasks by combining several simple learning models. As a boosting-based machine 
learning algorithm, gradient boosting decision tree (GBDT) boasts advantages such as fast computation, 
excellent generalization expression and strong robustness. Research has shown that the GBDT methods 
are most suitable for default risk prediction, as they perform better than neural networks and logistic 
regression [28]. XGBoost is an engineering implementation and functional advancement of the GBDT 
algorithm. LightGBM, in turn, further improves and refines XGBoost by 1) adopting a histogram-based 
decision tree algorithm to reduce computational complexity; 2) using a decision tree leaf node splitting 
strategy with a depth limit to decrease errors and enhance accuracy; 3) increasing the attention paid to 
large-gradient samples and computational efficiency without changing the original distribution 
characteristics of the data through gradient-based one-side sampling (GOSS); 4) bringing down the 
feature dimension and further improving computational speed through a mutually exclusive feature 
bundling. LightGBM can perform better than logistic regression, neural networks and other algorithms 
like SVMs for default risk prediction [29]. It has been widely used in the research of default risk 
prediction due to its advantages [30–32]. Considering the research requirements and the actual 
selection of related research, this paper selects the LightGBM algorithm framework to construct the 
machine learning model. 
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4.2. Choice of model evaluation method 

For both in-sample and out-of-sample forecasting, choice of model evaluation method is always 
an important aspect to consider [33,34]. For the binary classification problem, a positive example is 
true positive (TP) or false negative (FN) if it is judged as positive or negative by the model, respectively; 
a negative example is false positive (FP) or true negative (TN) if it is judged as positive or negative, 
respectively. The confusion matrix [35] built on the above situations is shown in Table 4: 

Table 4. Confusion matrix. 

  Actual values 

  Positive Negative 

Predicted values 
Positive TP FP 

Negative FN TN 

According to the confusion matrix, the corresponding machine learning model evaluation 
indicators can be worked out, specifically including 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑇𝑃 𝑇𝑁 / 𝑇𝑃 𝑇𝑁 𝐹𝑃
𝐹𝑁  , 𝑅𝑒𝑐𝑎𝑙𝑙 ℎ𝑖𝑡 𝑟𝑎𝑡𝑒, 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒, 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑇𝑃/ 𝑇𝑃 𝐹𝑁  , 𝐹𝑃𝑅 𝐹𝑃/ 𝑇𝑁
𝐹𝑃  and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ℎ𝑖𝑡 𝑟𝑎𝑡𝑒 𝑇𝑃/ 𝑇𝑃 𝐹𝑃 . 

Based on the above indicators, an ROC curve can be generated with FPR as the horizontal axis 
and TPR as the vertical axis. A PR curve can be created with Recall as the horizontal axis and Precision 
as the vertical axis. The areas below these two curves are labelled ROC-AUC and PR-AUC, 
respectively, which can serve as important indicators to evaluate the performance of machine learning 
models. For ROC-AUC, the greater the curve convexity is up to the left, the better. For PR-AUC, the 
greater the curve convexity is up to the right, the better. For ROC-AUC and PR-AUC, the closer the 
value is to 1, the better the classification performance of the model [36]. 

Because of the better robustness, the ROC curve enables ROC-AUC to not change drastically in 
the context of unbalanced samples, making it an outstanding evaluation indicator, as it considers 
positive and negative samples in measuring the overall performance of model classification [37]. 
However, in scenarios such as tax arrears prediction and financial fraud, where positive and negative 
samples are maldistributed, more attention should be paid to positive samples (i.e., the presence of tax 
arrears and financial fraud). ROC-AUC poorly reflects the impact of changes in sample equilibrium 
on the model classification and cannot explicitly compare the advantages and disadvantages of 
different models. In contrast, the PR curve produces greater differences when samples are not balanced, 
thus proving to be more suitable for tax arrears prediction. 

In model evaluation, classification ability is generally considered acceptable for models with an 
AUC of more than 0.7 and regarded as outstanding if AUC surpasses 0.9. Evaluation results 
corresponding to different AUC values [38] are shown in Table 5: 
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Table 5. Evaluation level of AUC for model classification ability. 

AUC interval Model classification ability 

 0.5, 0.7  poor 

 0.7, 0.8  acceptable 

 0.8, 0.9  excellent 

 0.9, 1.0  outstanding 

4.3. Model parameter determination based on knowledge graph 

For the three types of predictor variables in Table 3, F1 can be obtained from public government 
information resources such as statistical yearbooks and statistical bulletins. F2 can be extracted from 
the base data obtained from the aforementioned data service sources. While F3 needs to be extracted 
from the generated knowledge graph. The following focuses on the extraction method of F3. 

First, based on the initial relations in the knowledge graph, the following new relations are constructed: 
Generate E-mail relation between enterprises as 𝑟 ,

, , : 𝑛 𝑟 ,
, , : E mail related enterprises →

𝑛 . The relation set is denoted by 𝑅 , , . The generation method is as follows: 

𝑛 𝑟 ,
, : E mail → 𝑛 ← 𝑟 ,

, : E mail 𝑛 1  

Generate the relation of tax arrears events related with the E-mail of the enterprise as 𝑟 ,
, ,  : 

𝑛 𝑟 ,
, , : E mail related with tax arrears events → 𝑛  . The relation set is denoted by 𝑅 , ,  . 

The generation method is as follows: 

𝑛 𝑟 ,
, → 𝑛 ← 𝑟 ,

, 𝑛 ← 𝑟 ,
, : Tax arrears subject 𝑛 2  

Generate the relation of trust-breaking events related with the E-mail of the enterprise as 𝑟 ,
, , : 

𝑛 𝑟 ,
, , : E mail related with trust breaking events → 𝑛  . The relation set is denoted by 

𝑅 , , . The generation method is as follows: 

𝑛 𝑟 ,
, → 𝑛 ← 𝑟 ,

, 𝑛 ← 𝑟 ,
, : Trust breaking subject 𝑛 3  

Similarly, the telephone number relation between enterprises is generated as 𝑟 ,
, , ; the tax arrears 

events relation of the enterprises linked by telephone number is generated as 𝑟 ,
, , ; the trust-breaking 

events relation of the enterprises linked by telephone number is generated as 𝑟 ,
, , ; the relation sets 

are denoted as 𝑅 , , 、𝑅 , , 、𝑅 , , . The legal person relation between enterprises is generated as 
𝑟 ,

, ,  ; the tax arrears events relation of the enterprises linked by the legal person is generated as 
𝑟 ,

, , ; the trust-breaking events relation of the enterprises linked by the legal person is generated as 
𝑟 ,

, , ; the relation sets are denoted as 𝑅 , , , 𝑅 , , , 𝑅 , , . 

So far, nine types of new relations are generated in the knowledge graph, with a total of nearly 140 
million relations. The quantity statistics are shown in Table 6: 
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Table 6. Statistics of the number of newly generated relationships. 

Relation Relation description Number of relations 

𝑅 , ,   Enterprise - E-mail - Enterprise 57,684,392 

𝑅 , ,  Enterprise - E-mail - Enterprise - Tax arrears events 53,44,188 

𝑅 , ,
 Enterprise - E-mail - Enterprise - Trust-breaking events 963,331 

𝑅 , ,   Enterprise - Phone - Enterprise 44,216,538 

𝑅 , ,
 Enterprise - Phone - Enterprise - Tax arrears events 4,441,975 

𝑅 , ,
 Enterprise - Phone – Enterprise- Trust-breaking events 768,567 

𝑅 , ,   Enterprise - Legal person - Enterprise 23,840,712 

𝑅 , ,  Enterprise - Legal person - Enterprise - Tax arrears events 1,764,792 

𝑅 , ,
 Enterprise - Legal person - Enterprise- Trust-breaking events 331,365 

Total 139,355,860 

Based on the above relations, the total number of related enterprises, the total number of tax 
arrears events, the total number of trust-breaking events, the average number of tax arrears events and 
the average number of trust-breaking events can be calculated respectively. The actual data samples of 
class F3 variables are extracted from the calculation. The specific composition of each sample data is 
further determined. First, enterprises with a duration of at least 2 years are selected. For any qualified 
enterprise 𝑛 , if number of 𝑝 tax arrears occur, the values of F1, F2, F3 variables of the previous 
year corresponding to each event are taken as the features of a positive sample. Therefore, 𝑝 times of 
tax arrears will form 𝑝 positive examples of samples. For an enterprise that does not have tax arrears 
in a certain year, the values of F1, F2 and F3 variables corresponding to the enterprise in the previous 
year are taken as the characteristics of a negative example of a sample. That is, only one negative 
example of a sample is generated in the year without tax arrears event. Finally, 62,783 positive samples 
and 2,036,352 negative samples are generated, and the total number of samples is 2,099,135. 

5. Model implementation and optimization 

5.1. Model implementation 

There are various sampling methods for machine learning in the area of fintech and taxtech [39]. 
In this paper, data samples are maldistributed, as the ratio of positive samples to negative samples 
hits 1:32. To improve the classification accuracy of an unbalanced dataset, improvement needs to be 
made on the data and algorithm fronts. 

On the data front, resampling, which includes under-sampling and oversampling, is deployed. 
ENN [40] and Tomelink [41] typify under-sampling models, while SMOTE [42] and Borderling-
SMOTE [43] are representative of oversampling models. The shortcomings of resampling are that 1) 
the distance between samples must be calculated to describe the distribution characteristics of the 
samples. As the number of samples increases, the corresponding data computation costs skyrocket. 2) 
Oversampling leads to many new samples, which can enhance the importance of minority-class 
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samples but at the same time increase computational costs. 
On the algorithmic front, modifications are made to balance the unequal preferences for majority 

and minority classes, with the core idea being cost-sensitive learning. Fundamentally, sample 
imbalance can be summarized as sample gradient imbalance [44,45]. As the idea akin to cost-sensitive 
learning, LightGBM employs GOSS in sample processing and thus solves the gradient imbalance of 
samples, which is basically done by emphasizing samples with large gradients and duly abandoning 
samples with small gradients when calculating loss function gradients. 

The Boolean hyperparameter 𝑖𝑠_𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 is included in the LightGBM algorithm and is set 
as 𝑖𝑠_𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑡𝑟𝑢𝑒 under sample imbalance. At this time, the model adds an extra 𝑤𝑒𝑖𝑔ℎ𝑡
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑐𝑎𝑠𝑒𝑠 / 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑎𝑠𝑒𝑠   when calculating the gradient of 

minority-class samples to increase their importance among all samples. 
In the process of implementing the machine learning model, the hyperparameters is set: 

𝑖𝑠_𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑡𝑟𝑢𝑒. The corresponding weights are added to the positive samples of the minority 
class. Different combinations such as F1 + F2, F3, F1 + F3, F2 + F3 and F1 + F2 + F3 are used as the 
characteristics of the samples to generate different models. The ROC curve and PR curve obtained are 
shown in Figures 4–8. 

   

Figure 4. Model learning results with F1 + F2 as characteristics. 

   

Figure 5. Model learning results with F3 as characteristic. 
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Figure 6. Model learning results with F1 + F3 as characteristics. 

   

Figure 7. Model learning results with F2 + F3 as characteristics. 

   

Figure 8. Model learning results with F1 + F2 + F3 as characteristics. 

ROC-AUC and PR-AUC values corresponding to model learning results are shown in Table 7: 
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Table 7. Model learning results of different characteristics. 

characteristics ROC-AUC PR-AUC 

F1 + F2 0.9508 0.5070 

F3 0.8848 0.7779 

F1 + F3 0.9490 0.7949 

F2 + F3 0.9731 0.8512 

F1 + F2 + F3 0.9780 0.8667 

The analysis of the model learning results is as follows: 
1) When F1 and F2 are taken as sample characteristics, ROC-AUC reaches 0.9508. According to 

the aforementioned criteria, the overall classification ability is “outstanding”. However, the 
corresponding PR-AUC is only 0.5070, which means that the prediction accuracy of tax arrears event 
is “poor”. 

2) When F3 is used as the feature alone, ROC-AUC is 0.8848. Overall classification ability 
evaluation is “excellent”. At the same time, PR-AUC has been greatly improved, reaching 0.7779, and 
its forecasting ability for tax arrears is “acceptable”. 

3) When F1 and F3 are taken as sample characteristics, ROC-AUC is 0.9490. The overall 
classification performance is slightly lower than in case 1, but still “outstanding”. PR-AUC is further 
improved to 0.7949, with the forecast for tax delinquencies approaching “excellent”. 

4) When F2 and F3 are taken as sample characteristics, ROC-AUC is 0.9731 and the overall 
classification ability is “outstanding”. PR-AUC reaches 0.8512, and the prediction accuracy of tax 
arrears is “excellent”. 

5) When F1, F2 and F3 are used as sample features together, the ROC-AUC of the model is 0.9780 
and the PR-AUC is 0.8667. Both the classification ability of the sample population and the forecasting 
ability of tax arrears are improved. 

Since only 2.99% of the positive cases (tax arrears events) in the sample, even if all the samples 
predicted the negative cases, the prediction accuracy would be about 97%. As a result, no matter what 
combination of F1, F2 and F3 is adopted as sample characteristics, the obtained model has a good 
overall sample classification ability. 

However, if we focus on the classification of positive examples, models based on F1 and F2 
characteristics are not feasible. The model based on F3 features performs better. Even if F3 is taken as 
a feature alone, the model can obtain “acceptable” positive example classification capability. More 
recently, when F3 is combined with F1 or F2, the classification ability is gradually improved. When 
F1, F2 and F3 are used together as features, the optimum is achieved. 

Based on the above analysis, it can be seen that the associations between enterprises based on the 
same telephone number, the same E-mail address and the same legal person are very important in 
predicting the tax arrears of enterprises. Trust-breaking events and tax arrears events, different tax 
arrears events are also related to each other. 

5.2. Model optimization 

In addition to the abovementioned hyperparameter 𝑖𝑠_𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 , in the event of sample 
imbalance, another hyperparameter of LightGBM, 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 , can be used to adjust the 
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weight of minority-class samples. 
The choice of 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡  should maximize the model’s attention to minority-class 

samples while avoiding the introduction of excessive small-gradient samples and noisy samples. 
For the sample in this paper, when 𝑖𝑠_𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑡𝑟𝑢𝑒 is set, the corresponding weight for 

the positive example is 𝑤𝑒𝑖𝑔ℎ𝑡  32.43. Therefore, in the specific tuning process, first set 
𝑖𝑠_𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑓𝑎𝑙𝑠𝑒, and then search for the 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 value that makes the positive 
example classification ability of the model better. Steps are as follows: 

1) Other Settings remain unchanged. With 1 as the stepping, 130 PR-AUC values of the model 
are calculated when 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡  from 1 to 130.00  (namely, four times the above weight 
value). The results are shown in Figure 9. Among all the PR-AUC results, the largest result is 0.8783 
with 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 2. 

2) With 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 2  as the interval center and 0.1 as the stepping, 20 PR-AUC 
values corresponding to 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡  from 1.1 to 3.0  are calculated respectively. The 
maximum result is 0.8804 with 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 2.7. 

3) Further, with 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 2.7 as the center of the interval and 0.01 as the stepping, 20 
PR-AUC values corresponding to 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 from 2.61 to 2.80 are calculated respectively. 
The maximum result is 0.8860, where 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 2.77. 

After the completion of the above tuning process, the final tax arrears prediction machine learning 
model is obtained. The corresponding PR-AUC value of this model has reached 0.8860, which means 
“excellent” prediction ability. 

 

Figure 9. PR-AUC for different 𝑠𝑐𝑎𝑙𝑒_𝑝𝑜𝑠_𝑤𝑒𝑖𝑔ℎ𝑡 values (1–130). 

6. Conclusions 

By constructing enterprise knowledge graph, this paper extracts the correlations between tax 
arrears events, trust-breaking events and enterprises. Taking them as important factors to predict 
tax arrears, a machine learning model for tax arrears prediction is established. The results and 
innovations are as follows: 

1) It is common for enterprises to establish connections through the same telephone number, the 
same E-mail address and the same legal person. In this way, a large number of correlation relations 
can also be established between enterprises, tax arrears events and trust-breaking events. The results 
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show that there are 140 million links between nearly 1 million enterprises and 130,000 cases of tax 
arrears events and trust-breaking events. This paper does not use corporate financial data and 
transaction relations to establish corporate association network. The information, such as phone 
numbers, corporate legal person and E-mail addresses is easily obtained in real life. Based on the 
information, an enterprise association network with sufficient coverage can be established. The 
information extracted from it can fully support the prediction of tax arrears events. Compared with the 
existing tax arrears prediction research, the prediction model in this paper does not rely on the specific 
financial data of enterprises, avoiding the source obstacles of financial data. This model only needs to 
get data from the public to obtain good model predictive power. It has lower data acquisition cost 
and wider universality, especially for those small and medium-sized enterprises whose financial 
information is difficult to obtain. Through the analysis method of multi-source data fusion, it 
provides a new research framework for enterprise tax arrears forecast. It also has important practical 
significance for the tax regulation of enterprises. 

2) The correlations between enterprises, tax arrears events and trust-breaking events extracted 
from the knowledge graph can be used as the prediction variable of the machine learning model for 
tax arrears prediction. The model has “acceptable” predictive power with the correlation relationships 
as the variable alone. After the further introduction of macroeconomic variables and the enterprise’s 
own attributes, the forecasting ability reaches “excellent”. Among the existing studies on tax arrears 
prediction, the prediction model of Siimon and Lukason [15] has the highest accuracy, with the 
evaluation index accuracy reaching 95.28%. However, Siimon and Lukason [15] also point out that 
accuracy is not the best model evaluation index in the case of imbalance sample prediction of tax 
arrears. This point also applies to this study. As previously discussed in this paper, since the proportion 
of positive cases (events of tax arrears) in samples is only 2.99%, the model will have a prediction 
accuracy of about 97% even if all samples are predicted as negative cases (non-events of tax arrears). 
This result is already higher than the model accuracy of Siimon and Lukason [15]. The accuracy index 
of the final model in this paper has reached 99.17%, but this situation is for the common prediction 
results of all positive and negative samples. In practice, more attention should be paid to the accuracy 
of the positive example prediction. Therefore, this paper does not use accuracy but uses PR-AUC as 
the evaluation index of the model. Based on the idea of cost-sensitive learning, the gradient weights 
of minority samples in the process of model learning are adjusted by selecting appropriate model 
hyperparameters. It can alleviate the influence of sample imbalance on the prediction ability of the 
model and improve the classification prediction ability of the model for positive cases. The resulting 
final model not only has a good prediction ability for the sample population, but also has a stronger 
pertinence for the tax arrears. 

There are still some further improvements to be made in the follow-up research. In this paper, a 
common telephone number, E-mail address and legal person are used to establish the association 
network between enterprises. Its shortcomings are as follows: on one hand, the specific connotation of 
the correlations between enterprises is not clear enough. For example, if there are two enterprises with 
the same contact number, it may mean that they have the same core employees, or it may mean that 
both enterprises purchase the same outsourcing services, such as bookkeeping services. In this case, 
there is likely to be a mediating effect discussed by Li [46] in our prediction model. It is difficult to 
accurately describe the correlation transmission mechanism of risk events through the correlation 
network. This is one of the key points to focus on in the follow-up research. On the other hand, the 
relationships between enterprises are not limited to phone numbers, E-mail addresses and legal persons. 
There are other linkages such as enterprise locations, name similarity and so on. These links may also 
affect the transmission of tax arrears between enterprises. Therefore, on the basis of existing studies, 
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how to add other forms of association relations to form a more comprehensive enterprise association 
network is also an important direction to be improved in the future. 
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