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Abstract: Steroid hormones e.g., estrogen, progesterone, testosterone and dehydroepiandosterone, 
act as inter-kingdom quorum chemical signaling compounds. All steroids examined exhibit a steroid 
concentration specific bi-functionality. At one end of the spectrum, the steroids enhance expression 
of virulence-associated behaviors, most specifically, increased rate of replication and adherence to 
surfaces. In contrast, the hormones also function as innate immune system compounds providing 
first-line protection against essential pathogen behaviors e.g., biofilm formation, which plays a role 
in initiation of the vast majority of infectious processes, especially chronic infections. 
Mechanistically, this protection is mediated by both direct effects of steroids on microbes, as well as 
indirect actions which result in expression of nitric oxide at levels reported to inhibit proper biofilm 
formation and cause return of sessile cells to a planktonic state. 
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1. Introduction 

Microbes respond to various chemical signals by altering their phenotype. This change in 
response to specific chemical signals falls under the rubric of quorum sensing [1]. The autoinducers 
of this signaling are typically one of two classes of compounds, i.e., homoserine lactones and 
oligopeptides [2–5]. Most recently, insulin, a phylogenetically ancient molecule, has been 
demonstrated to function as a cross-kingdom quorum chemical signal [6,7]. Although steroids have 
not been described as part of the autoinducer family of quorum chemical signals, they demonstrate a 
concentration specific bi-functionality with regards to their effect on microbial phenotype. At one 
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end of the spectrum, steroid hormones enhance microbial pathogenicity. In contrast, they also inhibit 
microbial growth and toxin production, both directly and indirectly, in a manner reminiscent of host 
factors associated with the innate immune system. The focus of this review is to describe the 
interkingdom pleiotropic effects human steroid hormones have on microbes. 

2. Steroid induction of microbial sessile state and pathogenicity 

Microbial colonization of host tissues, abiotic and mucosal surfaces is a prerequisite for 
infection and disease. For microbe-mediated disease processes to occur, a microbe must colonize 
host surfaces and elicit an immune response. A prerequisite for colonization and microbial spread is 
adherence to biologic or abiotic surfaces, formation of biofilms, and subsequent dispersal of 
organisms from those biofilms (Figure 1) [8–13]. A requirement for biofilm formation is replication. 
For microbes to shift from a planktonic state, adhere and replicate, there needs to be microbial 
recognition of an advantageous environment for their sessile survival. Steroid hormones can serve as 
these signals. They can function as interkingdom chemical signaling compounds that trigger 
concentration-specific phenotypic changes in microbes. The mechanism via which this signal 
recognition occurs is referred to as quorum sensing [1]. The autoinducers for this process include 
chemical signals of the lactone class (homoserine lactones), oligopeptides and the polypeptide 
insulin [6,7]. Interestingly, steroid hormones can function as interkingdom quorum signaling 
molecules, even though they have not been identified as members of the autoinducer families. Of the 
interkingdom steroid hormone signals, the ones most studied are estrogen, progesterone, testosterone 
and dehydroepiandosterone (DHEA). 

 

Figure 1. Effects of steroid hormones on the various aspects of pathogenicity. 
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2.1. Estrogen enhancement of fungal pathogenicity 

Estrogen and its analogs regulate various aspects of fungal, protozoal and bacterial 
morphogenesis in a concentration-specific manner [14,15]. Estrogen and 17β-estradiol stimulate 
Coccidiodes immitis hyphal growth rates, as well as spherule maturation with endospore release 
rate [16]. In a similar fashion, norethisterone, an estrogen mimic, improves growth rates of 
Aspergillus species, including A. clavatus, A. fumigatus and A. niger, as well as Microsporum canis 
and Trichophyton mentagrophytes in a concentration-specific manner; low steroid levels increase 
fungal growth, while high concentrations depress mold growth [17]. The most well studied effects of 
estrogen on fungal growth and morphogenesis were done with Candida albicans [18]. 

Morphogenic conversion of C. albicans from blastospore to hyphal state is associated with 
its virulence and biofilm formation capabilities. Zhang et al. reported that the growth rate of three 
C. albicans variants increased in response to 17β-estradiol [19]. In addition, there was an increase in 
the number and overall length of the Candida germ tubes, a change associated with increased 
biofilm formation and virulence [20–23]. This hyphal conversion would assist Candida in 
maintenance of colonization and biofilm status despite epithelial cell shedding [20–23]. These 
findings support in vivo findings that estrogen is important in susceptibility to and maintenance 
of candidal vaginitis, a functionality that includes a ligand-estrogen-binding protein interaction in 
the yeast [24,25]. 

Indirect effects of estrogen that affect fungal virulence-associated factors include hormone 
up-regulation of expression of efflux pumps associated with multidrug resistance [19,20,26–28]. 
Interestingly, estrogen upregulates candidal CDR1 and CDR2 genes which are associated with drug 
resistance. Furthermore, 17β-estradiol increased expression of PDR16, an alternative gene also 
correlated with increased anti-fungal drug resistance [20]. Mechanistically, the response to estrogen 
and drug resistance appears as the result of estrogen and antifungal agents sharing efflux pumps [20]. 
However, in contrast to the number of studies examining estrogen and its analog’s effects on fungi, 
their effects on bacteria are less well studied. 

Estrogen has been shown to enhance the growth and survival of several Gram-negative bacteria. 
In Bacteroides melaninogenicus, estrogen can replace menadione, an essential growth factor [29]. 
Estradiol’s interaction with Pseudomonas aeruginosa results in both in vitro and in vivo 
enhancement of the virulent mucoid biofilm phenotype [30]. Clinically, the significance of P. 
aeruginosa shifting from a nonmucoid phenotype to an alginate producer, is an exacerbation in 
women with cystic fibrosis of pneumonia with associated parenchymal damage [31,32]. The 
mechanism for this shift appears related to a P. aeruginosa constitutive cytosolic 
estrogen-binding protein, which plays a role in the selection of mutations in the alginate 
synthesis negative regulator (mucA) [30]. The binding specificity of this protein for steroids is 
estradiol >estrone >dihydrotestosterone >estriol >testosterone >progesterone >promegestone [33]. In 
Chlamydia trachomatis, estradiol downregulates a significant portion of genes involved in nucleotide 
metabolism and fatty acid biosynthesis, and upregulates genes associated with the chlamydial stress 
response [34]. Estradiol upregulation of yggV, pyk, omcB, trpB, cydA and cydB genes appears to be 
associated with enhanced chlamydial survival and persistence. This estradiol-mediated alteration in 
gene expression may explain why chlamydial infections are more common in the estrogen-dominant 
phase of menstruation. 
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2.2. Progesterone enhancement of pathogenicity 

Progesterone, like estrogen, increases the pathogenesis of microorganisms in a 
concentration-specific manner. The survival and intracellular replication of Neisseria gonorrhoeae 
within human cervical epithelial cells is enhanced by the presence of progesterone [35]. 
Mechanistically, progesterone aids gonococcal phospholipase D-mediated adherence and invasion of 
cervical cells. Metabolically, progesterone induces expression of N. gonorrhoeae anaerobic 
respiratory detoxification pathway. This phenotypic change augments N. gonorrhoeae growth 
in cervical fluid [35]. Progesterone also affects the metabolism of Chlamydia trachomatis [34]. 
In C. trachomatis, progesterone upregulates genes involved in both the citric acid cycle and 
glycolytic pathway. Replication of C. pneumoniae, a common cause of respiratory tract infections in 
humans, is modulated by its progestin receptor [36–38]. Intracellular replication of C. pneumoniae in 
human epithelial cells is inhibited by mifepristone, a progestin receptor antagonist. In addition, 
mifepristone inhibited C. pneumoniae growth during a natural infectious process, but failed to inhibit 
growth during a persistent infection [36,37,39]. Clinically, this metabolic shift may have a role in 
induction of, or maintenance of chlamydial persistence [34]. Similarly, progesterone directly 
influences Bacteroides melaninogenicus metabolic pathways since progesterone, like estrogen, 
can substitute for menadione, an essential growth factor [29]. The interchangeability of 
progesterone or estrogen with menadione raises the possibility that either hormone could directly 
affect B. melaninogenicus in vivo [29]. In addition, progesterone was also similar to estrogen in its 
ability to stimulate growth and morphogenesis of Coccidioides immitis [16]. 

2.3. Dehydroepiandosterone (DHEA) 

From a pathogen’s perspective, recognition of a host-derived quorum signaling compound that 
is universally present would have immense advantages for survival. Interestingly, although DHEA is 
present at various concentrations in humans throughout life, it exhibits the narrowest microbial 
species spectrum [40–42]. DHEA had no effect on any Gram-negative pathogens tested i.e., 
Escherichia coli, Salmonella paratyphi or Alcaligenes faecalis [43]. The sole pathogen affected was 
Staphylococcus aureus, both methicillin-sensitive and methicillin-resistant strains (MSSA and 
MRSA, respectively) [44–46]. In S. aureus, DHEA triggered a shift to a phenotype which shares 
characteristics with S. aureus heteroresistant and small colony variants e.g., cell wall scaffolding 
changes, increases in peptidoglycan thickness, cross-linkage and carotenoid production [44,47,48]. 
In addition, DHEA mediates an increase in cell surface positive electrostatic charge, surface 
hydrophobicity and capsule production, which would permit a closer association with mammalian 
cell surfaces [44,49]. DHEA also induces a fourfold increase in resistance to vancomycin, as well as 
other positively charged antimicrobials and host-derived compounds e.g., lysozyme and 
beta-defensins [50]. The mechanism for these phenotypic changes occurs via DHEA effects on the 
sarA global regulator [44]. Taken together, this DHEA-mediated phenotype could increase a host 
carrier state, and may explain vancomycin clinical treatment failures [51–53]. 
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2.4. Testosterone 

The hormone concentration-specific bi-functionality on microbe pathogenicity-associated 
phenotypes is perhaps most pronounced for testosterone. For example, Microsporum canis growth 
ranged from being inhibited to stimulated, depending on testosterone concentration [17]. This 
bi-functionality is postulated due to hormone concentration-specific allosteric interference with 
gene transcription or translation and intercalation into the fungal cell membranes [17]. Testosterone 
also inhibited the rate of Trichomonas vaginalis growth while it stimulated Coccidiodes immitis 
growth [14,16,54]. Similar to its impact on fungi, testosterone also exhibited opposing effects on 
various microbial species. For example, at 1.0 µM S. aureus’ and E. coli’s doubling rate was 
increased, while that of E. faecalis and P. aeruginosa was slowed [45]. How this testosterone effect 
on microbial growth translates into alteration in virulence remains to be determined. 

3. Steroid hormones’ role in innate immunity 

3.1. Steroid hormone-mediated microbial inhibition 

Similar to the findings for steroid hormones’ role in pathogenicity enhancement, estrogen, 
progesterone, testosterone and DHEA also function as members of the innate immune system in a 
concentration specific manner (Figure 2). One commonality shared by these hormones is their ability 
to inhibit microbial growth. Yotis and Williams demonstrated that progesterone, estrogen and 
testosterone are comparable in their ability to inhibit the growth of Staphylococcus aureus, 
Staphylococcus epidermidis, Streptococcus faecalis, Micrococcus conglomeratus, Gaffkya tetragena, 
Listeria monocytogenes, Bacillus subtilis, Bacillus cereus, Candida albicans and Saccharomyces 
cerevisiae [55]. Methyl testosterone was also shown to have a fungistatic effect on the growth of 
Trichophyton purpureum and Trichophyton gypseum, as well as inhibit the rate of Trichomonas 
vaginalis growth [14,54,56]. Of this group of steroids, progesterone exhibited the highest activity as 
an inhibitor of gonococcal respiration [57]. The ability of progesterone to inhibit N. gonorrhoeae 
oxygen uptake is thought to be related to its molecular configuration i.e., the greater the number of 
steroid-associated lipophilic groups, the more respiration inhibition [57]. Mechanistically, this 
inhibition is the result of steroid diffusion through the N. gonorrhoeae outer membrane, facilitated by 
the presence of lipophilic groups. This progesterone sensitivity is limited to pathogenic Neisseria 
species i.e., N. gonorrhoeae and N. meningitidis [58]. Beyond its effect on growth, progesterone has 
also been shown to reduce staphylococcal alpha toxin cytolytic action and affect staphylococcal 
alpha toxin activity via an undefined mechanism [59]. 

Although DHEA is best known of the steroid hormones for its effect on immune function and 
disease resistance, testosterone (as testosterone propionate) promoted increased resistance to 
Streptococcus pneumoniae disease in a murine model, staphylococcal furunculosis and integumental 
Trichophyton purpureum infections in castrated rabbits [43,56,60,61]. In related studies, steroid 
receptor co-activator 3 (SRC-3) is shown to play a role in protection against Gram-negative bacteria; 
SRC-3 deficient mice are more susceptible to E. coli infections, possibly the result of depression in 
phagocytic function [62–64]. 
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Figure 2. Innate immune functions of steroid hormones. 

3.2. Steroids and nitric oxide (NO) 

As a chemical signal, nitric oxide (NO) is a highly diffusible, global interkingdom signaling 
molecule [65–68]. In humans, NO is an essential component of the innate immune system, in 
addition to its other functions in the regulation of multiple aspects of metabolism [69–72]. There are 
three NO synthases (NOS) which are responsible for the production of NO. These include neuronal, 
or brain constitutive nitric oxide synthase (nNOS), inducible nitric oxide synthase (iNOS) and 
endothelium constitutive nitric oxide synthase (eNOS) [73,74]. Production of NO is regulated, in part, 
by the steroid hormones estrogen, progesterone, testosterone and DHEA [75–78]. A commonality 
these hormones share is that all have been shown to induce iNOS. For example, DHEA treatment of 
rats increases iNOS levels, while 17β-estradiol and estrogen increase iNOS expression and NO 
release in RAW 264.7 cells, a monocyte-like cell line [40,79–81]. In addition, both estrogen via 
receptor α and progesterone induce activation of eNOS via the non-genomic pathway [82–84]. The 
steroid induction of multiple NOS isoforms likely results in microenvironments with variable NO 
concentrations present. Interestingly, like that of steroid concentration-specific effects on microbial 
phenotype expression, NO levels also have polygenic effects on microbial phenotypes, most 
significantly those associated with biofilm formation [85]. 

Microbial biofilms play an essential role in the majority of infectious processes, particularly 
chronic infections, and are known to change structure and/or composition to enhance microbe 
survival (Figure 3) [9,10,12,86,87]. Depending on NO concentration present, four biofilm-associated 
phenotypes are induced that could be detrimental for microbial survival i.e., increased adherence in 
the absence of biofilm, defective biofilm formation, shift to planktonic cells (biofilm dissolution), 
and direct NO-mediated cell lysis. These NO-mediated phenotypic changes are, in part, mediated 
through NosP, a NO binding protein shown to regulate biofilm formation and dissolution for 
prokaryotic and eukaryotic microbes, including E. coli, Pseudomonas aeruginosa, Group B 
Streptococcus, MRSA and Candida albicans [88–90]. Mechanistically, nanomolar levels of NO 
stimulate phosphodiesterase activity, lowering microbial intracellular levels of cyclic GMP (cGMP). 
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During the initial step in biofilm formation i.e., adherence, low cGMP levels increase attachment to 
surfaces [91]. The binding of microbes to a solid surface prior to the formation of the protective 
biofilm would increase microbe vulnerability to phagocytosis [92]. As the process of biofilm 
formation continues, NO stimulated low cGMP levels cause incomplete biofilm maturation, with loss 
of biofilm integrity [85,93]. Inevitably, metabolic changes due to the numerous downstream effects 
of cGMP, result in microbe dispersal from their biofilm, as has been demonstrated for P. aeruginosa, 
Serratia marcescens, Vibrio cholerae, Escherichia coli, Fusobacterium nucleatum, Bacillus 
licheniformis, Staphylococcus epidermidis and C. albicans [90,94,95]. Both the NO-mediated 
formation of defective biofilm, and return of cells to a planktonic state would expose organisms to 
the actions of soluble immune components e.g., lysozyme, complement and immunoglobulin. The 
role steroids can play in this process is exemplified by progesterone [96]. Via the nongenomic 
NO-inducible pathway, progesterone induces release of picomolar to nanomolar levels of NO, 
which subsequently causes the dispersal of N. gonorrhoeae and P. aeruginosa from their respective 
biofilms [84,94,97–99]. Thus, low physiologic concentrations of NO cause biofilm dispersal; 
however, NO’s effects are dichotomous when concentrations increase from the micromolar to the 
millimolar range. 

 

Figure 3. Interaction of steroid hormones with nitric oxide in the formation of biofilms. 

At concentrations of 200 ppm or greater, NO can form a variety of cytotoxic reactive nitrogen 
species (RNS) such as peroxynitrite, via a diffusion-limited reaction with superoxide [100]. NO at 
these concentrations are microbicidal for clinical isolates of E. coli, P. aeruginosa, S. agalactiae, 
methicillin resistant S. aureus (MRSA) and C. albicans [95]. Clinically, trials using wound dressings 
adapted to release micromolar amounts of NO have shown promise in keeping patients free from 
infection [85,101]. The role of NO in immune protection is further indicated in naturally acquired 
malaria where disease severity exhibits an inverse association with NO levels [102]. Paradoxically, 
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although picomolar and nanomolar NO levels cause biofilm dispersal and micromolar levels can be 
cytotoxic, millimolar NO concentrations appear to stimulate an increase in biofilm growth [72]. An 
increase in biofilm formation levels was measured for P. aeruginosa exposed to sodium nitroprusside 
at 2.5 mM to 75 mM, while Nitrosomonas europaea and Burkholderia cenocepacia were induced to 
form biofilms [94,98,103]. The increase in biofilm formation could result from a metabolic shift 
from aerobic respiration to anaerobic respiration in the mM range which appear to promote microbial 
survival phenotypes [104]. Thus overall, steroid hormone induction of NO release is host protective 
below mM NO levels [105]. 

4. Conclusion 

Steroids function as concentration-specific double-edged swords in host-pathogen 
interactions. Host-derived steroidal hormones may promote the rate of microbial replication and 
enhance their adherence to surfaces, a prerequisite for biofilm formation and colonization. 
Moreover, bacteria can utilize these compounds e.g., DHEA, as a quorum-like signal triggering 
biofilm formation. Conversely, steroid hormones can function as components of the host innate 
immune system. Depending on the concentration present, steroid hormones can directly slow, or 
completely inhibit microbial growth. This is the case even for steroid derivatives from 
environmental extremophiles e.g., Pseudoalteromonas [106,107]. Interestingly, their inhibitory 
activity appears to be more microbe species dependent than hormone effects resulting in 
stimulation of microbial growth. Furthermore, their activity as an integral part of the innate 
immune system is not limited to direct steroid-microbial actions. Their function in immune 
protection can also occur via induction of secondary signaling chemicals e.g., NO, a global 
interkingdom signaling molecule. This induction can occur via both genomic and non-genomic 
pathways. NO levels that are host protective lie in a relatively narrow concentration range, with excess 
NO levels pathogen promoting. Taken together, these findings support the contention that steroid 
hormone functions are interwoven into the fabric of the innate immune system, and that care must be 
exercised to maintain the concentration-specific homeostatic balance required for protective 
immunity. 
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