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Abstract: Scanning hard X-ray spectro-microscopic imaging opens unprecedented possibilities in 

the study of inhomogeneous samples at different length-scales. It gives insight into the spatial 

variation of the major and minor components, impurities and dopants of the sample, and their 

chemical and electronic states at micro- and nano-meter scales. Measuring, modelling and 

understanding novel properties of laterally confined structures are now attainable. The large 

penetration depth of hard X-rays (several keV to several 10 keV beam energy) makes the study of 

layered and buried structures possible also in in situ and in operando conditions. The combination of 

different X-ray analytical techniques complementary to scanning spectro-microscopy, such as X-ray 

diffraction, X-ray excited optical luminescence, secondary ion mass spectrometry (SIMS) and 

nano-SIMS, provides access to optical characteristics and strain and stress distributions. Complex 

sample environments (temperature, pressure, controlled atmosphere/vacuum, chemical environment) 

are also possible and were demonstrated, and allow as well the combination with other analysis 

techniques (Raman spectroscopy, infrared imaging, mechanical tensile devices, etc.) on precisely the 

very same area of the sample. The use of the coherence properties of X-rays from synchrotron 

sources is triggering emerging experimental imaging approaches with nanometer lateral resolution. 

New fast analytical possibilities pave the way towards statistically significant studies at multi- 

length-scales and three dimensional tomographic investigations. This paper gives an overview of 

these techniques and their recent achievements in the field of material sciences.  
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1. Introduction  

Beyond ensemble averages, technologically important materials are often inhomogeneous on 

many different length scales; multiple phases, precipitates, voids, dislocation networks, grains, 

grain-boundaries and layered structures all affect materials behavior. Characterization with high 

spatial resolution and at multi length-scales is therefore crucial to understand the role of 

heterogeneities, local sample characteristics, their deviation and impact on the average sample 

characteristics and behavior, and also to tailor the material properties by adapted material 

engineering. Moreover, several scientific questions are to be answered when nanoscale is approached, 

in order to understand the novel properties of laterally confined structures. For these in situ 

investigations are necessary. For functionality studies in in operando conditions, see for ex. [1,2], or 

for successive investigations, the preservation of the specimen’s integrity is a prerequisite. 

Microscopy-like techniques are of great importance and undergo huge developments with the 

appearing of nano-sciences; they contributed in an undoubtable way to manufacture, optimize and 

understand such structures and consequently finely tune their properties. X-ray analysis methods are 

among these important and useful tools. Without questioning the interest and the advantages of using 

well established microscopy techniques, using X-rays, especially from synchrotron radiation sources 

has a number of advantages, such as high collimation, high temporal coherence, polarisation and 

continuous tunability, which makes X-ray microscopies an important complementary tool [e.g. 3]. 

The X-ray energy range is usually divided into two major energy domains, with somehow arbitrary 

energy limits; to the soft X-ray range ~100–2500 eV and the hard X-ray range (several keV to 

several 10 keV beam energy). In the last 20 years, synchrotron-based soft X-ray microscopy has 

emerged as a powerful technique for chemical microanalysis [e.g. 4,5,6,7] and has been successfully 

applied to important material science studies [e.g. 8,3] providing excellent quantitative elemental and 

chemical sensitivity. In this energy range the 1s core (K-edges) electrons of light elements or the 2p 

core electrons (L2,3 edges) of heavier elements can be studied typically by chemical imaging. If 

coupled to the polarization state of the photons, soft X-ray microscopy techniques can also 

characterize bond orientation and magnetic domain structure [6]. Excellent review papers are 

available covering the recent research in this energy domain [5,6,7].  

In this paper we focus on hard X-ray based microscopy techniques, which does have a number 

of additional advantages: minimal sample preparation and damage, possibility of investigating up to 

several tensµm thick samples, access to buried surfaces and interfaces, quantitative sensitivity to 

trace elements, access to chemical environment (tuning to absorption edges), access to strain (at a 

level hardly achievable with other techniques), possibility to include specific sample environments 

for in operando studies. The disadvantages are to be put into balance: a heavier setup (mostly 

available at synchrotron sources), working in the reciprocal (Fourier transform) space in diffraction, 

sometimes less sensitivity to the very top/thin surfaces (compared, for example, to the electron 

microscopy or electron spectroscopy, though techniques like X-ray reflectivity or Grazing Incidence 

X-ray diffraction allow characterizing sub nm-thick layers). We think that hard X-ray microscopy 

should be considered as a complementary (noninvasive) technique with respect to other microscopy 

techniques, and giving access to complementary information, in order to have a more complete 

image of the overall sample properties. 

If a relatively large, (sub)-mm sized X-ray is used, large areas of the samples will be 

investigated (be it with spectroscopic or diffraction methods). In a first approach, this is seen as an 
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advantage compared to local microscopy techniques as the measured average quantities are 

characteristic of the sample surface and volume exposed to the X-rays. Averaging over millimeter 

lateral sizes was and still is very difficult today using other approaches. Thus, part of X-ray 

investigations were mostly concentrating on analyzing large samples containing micro-/nano- 

structures composed of (almost) identical individual objects (or with low dispersions in the 

properties of the individual objects). The measured average property is thus attributed to the local 

property of a single structure (which is the average single object). Statistical information (e.g. 

average parameters and corresponding dispersion) can also be obtained. On the other hand, for 

numerous cases, e.g. multi-modal growth, complex samples (e.g. in microelectronics), the “average” 

object does not make sense anymore and the application of X-ray microscopy techniques providing 

micro-/nano-meter spatial resolution is becoming essential. 

Full field X-ray microscopy provides information on the sample morphology (electron density). 

Its advantage is the possibility of obtaining fast 3 dimensional (3D) information down to sub-µm or 

even sub-100 nm spatial resolutions; by using either an X-ray objective (e.g. Fresnel Zone Plate lens) 

behind the sample or by projection microscopy (no optics behind the sample, and using a highly 

divergent beam) to obtain magnified images. Full field microscopy methods may also provide 

chemical information about the major (expected at least few percent concentrations) sample 

components [9,10] by measuring transmission imaging before and after their absorption edges, and 

thus it is not adapted for trace element and impurity detection. Several variants using other contrast 

types were also developed. We will mention here first the use of X-ray reflectivity contrast [11–13]: 

sub nm height topographic contrast is reached. X-rays reflected from different steps (terraces) on the 

sample will interfere differently, resulting into changes of the scattered intensity. Consequently, a 

contrast change will result into the image, evidencing the height changes (atomic steps) of the sample 

surface. Another variant is using Bragg scattered signal contrast [14–16] by using X-ray focusing 

optics (as objective) to create the image of the object, local information about crystalline defects in 

the sample can also be accessed. 

Scanning X-ray microscopy exploits highly focused X-ray beams to obtain information in each 

pixel while laterally scanning the sample, for answering the key material characterization questions 

concerning the elemental composition, local chemistry, crystal structure, and material defects. The 

coherence of the X-ray beam also has key importance and will be discussed later on in the paper. 

Sub-µm spatial resolution is obtained at highly brilliant synchrotrons by de-magnifying the X-ray 

source. Modern developments drive towards smaller and smaller focused X-ray beams [17] and as 

such, state of the art hard X-ray microscopes are approaching towards standard user operation at 

sub-100 nm resolutions. Several X-ray focusing optics are available nowadays, each of them having 

their advantages and inconveniences [18]. Focused X-ray spots of sub-10 nm in the hard X-ray 

regime start to be available for experiments, but one has to have in mind other factors when 

designing a micro/nanobeam X-ray experiment: chromaticity, beam stability and photon flux, 

easiness and flexibility of the setup, beam coherence, etc. [18]. This improving spatial resolution 

achievable by X-rays is narrowing the spatial resolution gap with electron microscopy methods. Hard 

X-rays also allow for studies in 3D, though the investigation of 3D nanostructures, their chemistry 

and crystalline structure is still very challenging. The higher beam transmission of hard X-ray 

photons through the sample is one of their advantages compared to soft X-rays, which makes 

tomographic approaches on high density materials and/or thicker samples possible. Moreover, 

recently achievable high intensity X-ray nano-beams are approaching the limit of radiation damage 
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even for hard condensed matters [19–21]. 

Scanning hard X-ray spectro-microscopic imaging opens unprecedented complementary 

possibilities in the study of inhomogeneous samples at the micro- and nano-meter scale with high 

analytical sensitivity. It gives insight into the spatial variation of the major and minor sample 

components, impurities and dopants by X-ray Fluorescence (XRF) and their chemical and electronic 

states by X-ray absorption spectroscopy (XAS). XAS can be measured either by detecting the 

emitted XRF signal in case of trace elements or by transmission signal detection in case of major 

components. However, the use of X-ray spectro-microscopy as primary technique is still not 

widespread in materials sciences in spite of the fast development during the last twenty        

years [7,22–25] and their combination with other complementary techniques [23,26,27]. Recent 

advances permit the detection of impurity clusters of down to ~20 nm dimensions [28–30]. The 

combination of X-ray nano-computed tomography and nano-XRF has been demonstrated for the 

structural and chemical study of nanoscale inhomogeneities [31]. The improvement of detection 

speed and advanced detectors permit fast scanning to map metal impurity distribution and to get 

insight into their chemical state. This opens emerging hierarchical characterization [30,22] to study 

challenging tasks demanding large field of views with small spatial resolutions, such as metal 

nano-defect clusters (typically tens of nanometers size) embedded in the sample matrices and the  

characterization of the chemical states of metals and local atomic disorders including atomic 

configuration, elucidating the chemical origins and stability of such clusters, impurities and  

dopants [32,33]. 

The combination of different X-ray analytical techniques complementary to scanning 

spectro-microscopy, such as µ-/nano- X-ray diffraction, scanning absorption-, phase- and dark field  

imaging, X-ray coherent scatter imaging, or X-ray excited optical luminescence (XEOL), provides 

access for probing the variation of strain, stress, crystalline structure, electron density, sample 

granularity, and to optical characteristics respectively. By the combination of the extremely 

high-lateral resolution of scanning probe microscopes, providing key information on surface 

morphology and local physical properties with a resolution going down to the atomic scale, and of 

X-ray techniques, even nm-scale elemental and chemical mapping is becoming possible [34,35]. 

Scanning hard X-ray microscopic imaging using X-ray diffraction (XRD) contrast is another 

emerging technique. Similarly to the spectroscopic ones mentioned above, the approach uses the 

signal diffracted by the regular arrangement of the atoms in a crystalline sample as contrast to 

generate the sample images. It requires tuning the experiment geometry such to detect and be 

specific to the chosen XRD signal (i.e. a particular Bragg peak), while laterally scanning the sample 

in the focused X-ray beam [18,36]. We will point out here that this approach can be compatible, 

under certain circumstances, with detecting and acquiring simultaneously other signals from the 

sample (ex. XRF) in a multi-probe and multi-modal approach [7, 37–39]. Once the objects of interest 

are identified, they are illuminated by the X-ray beam and, without changing anymore the lateral 

position of the sample, the diffracted signal is characterized into details (e.g. by mapping it in the 

reciprocal (Fourier transform) space). Modelling the data allows extracting information about the 

crystalline phases, composition and/or strain. Rather new techniques made use of the coherence of 

the X-rays available at synchrotron sources. Approaches like X-ray holography, Coherent Diffraction 

Imaging (CDI) or Ptychography emerged and allow pushing the lateral resolution for sample 

characterization (electron density and strain) to the sub10 nm limit. They will be detailed later on in 

this paper. 
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These technological and methodological developments enable new experiments that have not 

been possible before; experiments requiring high-lateral resolution, large fields-of-view or 

statistically meaningful data, and three- (or even multi-) dimensional multi-technique analysis. The 

construction of new material science oriented hard X-ray nanoprobe beamlines and set-ups show the 

importance of these techniques [18,22,40]. If combined, the emerging suite of electron and x-ray 

structural probes will enable characterization over all hierarchical length scales ranging from atomic 

to mesoscopic scales [19,23,41]. 

In this paper, we aimed to illustrate the present status of X-ray based microscopy techniques at 

synchrotron sources (in the field of materials science) via some selected examples and bibliography. 

We are aware that they are neither exhaustive nor complete; the choice of the cited papers is 

necessarily biased by our partiality and personal choice; we apologize to the authors feeling this 

choice is partial and unfair for them 

2. Materials and Method 

2.1. Scanning X-ray Fluorescence Microscopy 

X-rays having energy larger than the binding energy of an internal shell of an element can 

knock out an electron from the inner core. The resulting ion with a core level vacancy is in a high 

energy unstable configuration, and will restore equilibrium by an electron transfer from a higher 

energy outer electron shell. The energy equal to the difference between the two electronic levels will 

be emitted by the atom either as an X-ray photon or as an Auger electron. The spectroscopy 

technique dealing with the measurement and interpretation of the X-ray emission lines created during 

the radiative decay is usually referred to as X-ray Fluorescence (XRF) spectroscopy. The discrete 

energy values of the X-ray fluorescence lines are related to the atomic number (Z) of the excited 

atom and are referred to as characteristic lines. This key feature makes XRF spectroscopy a valuable 

multi-elemental analytical tool for the study of sample composition. The excitation of core shells can 

be also induced by particles, i.e. proton-induced x-ray emission (PIXE) spectroscopy or electron 

induced energy dispersive X-rays (EDX). The detailed description of X-ray Fluorescence 

Spectroscopy can be found elsewhere e.g. [42–44]. 

The intensity of a characteristic X-ray line is proportional to the intensity of the incoming X-ray 

beam and to the concentration of the emitting element. XRF spectroscopy provides access to major, 

minor and trace element information with high (parts per million, ppm) sensitivity. Although 

absolute quantification might be challenging for certain samples, qualitative or semi-quantitative 

concentrations can be obtained in a quite straight-forward manner. The challenge of material science 

applications for XRF is the eventual self-absorption of low Z elements in thick layers and bulk 

samples. Moreover, the probability of X-ray fluorescence emission, the fluorescence yield, is 

competing with the probability of the Auger effect, where the filling of an inner-shell vacancy of the 

excited atom is accompanied by the emission of a higher shell electron (Auger electron) from the 

same atom. For light elements (Z < 30) the Auger effect dominates over the X-ray radiative    

decay [44], which results in the smaller analytical sensitivity of XRF for light elements.  

Information on the 2D compositional variation can be obtained by focusing the incoming 

X-rays into a µm/nm sized spot e.g. [17,18,22,23,29,30,41] and by raster scanning the sample in the 

focused beam. The spatial resolution of scanning XRF spectroscopy is determined by the focused 
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beam-size, by the scanning step-size and by the scanning mode (step by step or continuous). In the 

case when the focal spot size can be tailored, e.g. by using a secondary source, to match the step-size 

of the scan, this provides a possibility of zooming [45]. However, if only the step size is varied while 

the focal spot size remains unchanged in the case of “step by step” scan, the sample will be scanned 

by jumping from spot to spot, which will result in missing parts of the sample if the beam size is 

smaller than the step size. Scanning XRF nano-probes are mostly installed at synchrotrons since a 

high brightness X-ray source is crucial for obtaining an intense nano-beam. The 2D elemental 

distribution provides only average information over the traversed sample thickness. Information on 

the internal elemental distribution in three dimensions (3D) can be obtained by X-ray fluorescence 

tomography [24,37,46–49], where a series of 2D projections of the elemental distribution of the 

object are acquired at different angular orientations and an adapted mathematical inversion formula 

is used for the tomographic reconstruction e.g. [50]. This technique can also be combined 

simultaneously with scattering and transmission tomography providing complete information on the 

elemental and structural information [37,51]. Scanning X-ray fluorescence tomographic 

characterization is still relatively rare in material sciences [52], and especially with sub-µm spatial 

resolution. The implementation of this technique is very challenging on one side due to the high 

precision necessary in sample positioning, but also due to the eventual radiation damage, which has 

been observed for condensed matter in some high spatial resolution 2D mapping studies [19–21]. 

This can be partly overcome by fast continuous scanning of the sample which paves the way towards 

3D information within some hours [53–55]. Confocal X-ray imaging e.g. [56] provides information 

about the 3D internal elemental distribution at some µm’s depth resolution; however this method has 

not yet overcome the sub-µm depth resolution limit.  

2.2. Micro- and Nano-X-Ray Absorption Spectroscopy 

The fine variation of the absorption coefficient, µ(E), in the vicinity of an absorption edge is the 

so-called x-ray absorption fine structure (XAFS) phenomenon and the technique of its detection and 

interpretation is called X-ray absorption spectroscopy (XAS). XAS is a powerful technique, owing to 

its chemical selectivity and high sensitivity in interatomic distance determination, in the study of the 

valence state of the investigated atom, its local atomic environment and its electronic structural 

properties in condensed matters. As such, X-ray absorption spectroscopy has the potential to measure 

local structural disorder, including atomic configurations, of materials. It does not require long-range 

ordering of the sample structure, which is an important asset in the study of nano-systems. XAS 

measures the variation of the absorption coefficient µ(E) of an element by tuning the energy of the 

probing photon through its absorption edge. The x-ray absorption fine structure is commonly divided, 

depending on the studied energy range around the absorption edge, into the near-edge region, which 

is called X-ray Absorption Near Edge Structure (XANES) or Near-Edge X-ray Absorption Fine 

Structure (NEXAFS), and the extended x-ray absorption fine structure (EXAFS) regions, which are 

briefly described in the followings. The physical origin of the XAS signal can be explained by means 

of the scattering theory, in the frame of quantum mechanics. If the energy of the incoming photon is 

smaller than the E0 ionization energy of a given core electron shell (pre-edge region), then the core 

electron can only be expelled to empty bound atomic states. When the energy of the photon is 

sufficient to eject the electron to the continuum then the free electron can be described as an outgoing 

spherical wave. If the photoelectron is scattered by the electrons in the surrounding atoms, its wave 
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function is modified by the atoms’ potential and the final state is composed of the outgoing spherical 

wave and of the backscattered waves that perturb the system. The wave-number of the photoelectron 

is changing when the photon energy is scanned in the vicinity of the absorption edge; this changing 

interference causes modulations in the absorption coefficient. This is observed as oscillations in the 

post-edge region of the XAS spectrum. The scattering effect can be expressed as a sum of 

contributions due to all possible scattering events. XAS can be measured in X-ray fluorescence yield, 

X-ray absorption or in total electron yield modes. In the case of diluted and/or thin samples the 

X-Ray fluorescence yield (FY) is proportional to the absorption coefficient. The FY can be measured 

by measuring the ratio of the XRF signal and the incoming X-ray intensity around the absorption 

edge of the investigated element. XAS is widely performed in FY mode in the hard X-ray region, 

where the fluorescence yield is large (>1%). The fluorescence yield has the advantage of higher 

signal to noise ratio than the transmission or electron yield detection, and allows measuring XANES 

for trace elements and diluted samples. However, self-absorption in concentrated and thick samples 

might be difficult to correct for. As such, FY-XAS is mostly applied for thin and/or diluted samples. 

In total electron yield (TEY) mode both the photoelectrons and Auger electrons are detected. The 

TEY is proportional to the absorption coefficient. TEY-XAS can be applied for concentrated and 

conductive solid samples. It is sensitive to the surface layer corresponding to the average electron 

sampling depth (~some tens of nm’s). In absorption XAS mode, the intensity ratio of the incoming 

and transmitted beam is measured in the function of the beam energy, using Beer’s law to obtain the 

absorption coefficient. This mode is well adapted to measure minor and major elements and provides 

average information along the traversed sample thickness. The sample thickness must be considered 

before measurement, as absorption coefficients vary greatly across the X-ray energy range and 

among materials. Excellent reviews [32] and books e.g. [57–59] are available for the detailed 

description of this technique. 

The X-ray absorption near edge (XANES) region of the absorption spectrum includes a few tens 

of eV before and after the edge including the edge jump. XANES spectra probe the partial density of 

the empty states of the absorbing atoms and are very sensitive to the bond length, to the symmetry of 

the coordinated atoms, the distribution of charges, and the potential and relative arrangement of 

multiple atoms. The oxidation state of the absorber can be obtained from the edge position of the 

XANES. The dependence of XANES spectra on the local symmetry around the central absorbing 

atom provides access to polarization dependent studies in certain symmetries. Thanks to the scalar 

product between the photon polarization and position of the electron vectors in the matrix element of 

the absorption cross section, a linearly polarized X-ray beam makes possible the investigation of the 

conduction band-states distribution along the different plane of the crystals in case of anisotropic 

crystal structure. The polarization-dependent XANES measurements can differentiate e.g. between 

zinc-blende and wurtzite phases allowing structural determination with directional sensitivity. 

By using focused X-rays, µ-/nano- XAS provides spatially resolved speciation information in 

heterogeneous samples or individual nanostructures. For example, information can be obtained 

around dopant and impurity absorption edges about their incorporation characteristics and oxidation 

states in the host lattice. XANES or speciation mapping, where several X-ray maps are collected at 

different energies characteristics to specific XANES spectral features of the investigated    

absorber, [60–64] can be easily combined with point-XANES measurements. The determination of 

the oxidation state of transition metals at high spatial resolution is a crucial issue for many fields of 

science, including condensed matter. Recently Strachan et al. 2011 [65] demonstrated nano-XANES 
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and XANES mapping in near in operando condition at sub-100 nm spatial resolution. XANES 

tomography providing information about the internal valence state distribution can also be   

obtained [66]. 

The EXAFS region of the X-ray absorption spectrum starts at a few tens of eV after the edge 

and can be extended up to more than 1 keV. The EXAFS signal results in a series of oscillations with 

respect to the edge jump. EXAFS mainly probes the radial arrangement of the neighboring atoms 

around the absorbing atom. The EXAFS technique is very challenging at micrometer and nanometer 

spatial resolutions, especially in the study of single and heterogenous nano-structures [32,33,67] due 

to the crucial stability requirements of the beam position and size together with the energy calibration 

stability of the monochromator. The XANES and the EXAFS regions provide complementary 

information on the electronic and geometric structure of the excited atom.  

Spatially resolved information on the oxidation state can also be obtained by using full-field 

transmission X-ray microscopy at different energies around the absorption edge of major elements. 

This approach ensures larger field of views and faster acquisition times which can be advantageous 

for time resolved, kinetic or in operando studies [1,10,25,68]. However this technique cannot be 

used for the study of trace elements, where scanning probe with X-ray fluorescence is needed for the 

detection of the XRF signals emitted isotopically into 4 steradian. 

2.3. Micro- and Nano- X-Ray Excited Optical Luminescence (XEOL) 

When excited by a x-ray beam, luminescent samples may emit visible radiation. This 

phenomenon is known as x-ray excited optical luminescence (XEOL). The XEOL signal arises after 

the absorption of an X-ray photon, when the relaxation by the emission of an X-ray photon leaves a 

vacancy at a higher energy shell. This vacancy will be again filled by a higher energy electron and as 

such the relaxation proceeds in a cascading manner. When the outermost electrons from the excited 

atom also become involved, a visible luminescence may be generated in the parent material. XEOL 

has the advantage of providing information on the light-emitting sites adding site selectivity to XAS. 

The simultaneous combination of high resolution XEOL and XRF imaging can provide new insight 

into the role played by impurities in optical luminescence and on the chemical origin of luminescent 

states from complex nano-hetero-structures and recombination path-ways e.g. [23,69], which cannot 

be obtained directly by any other technique. The radiation from synchrotron sources is pulsed in 

nature enabling detection of time-resolved x-ray excited optical luminescence (TR-XEOL) [69,70]. 

The collection of photoluminescence yield (PLY) by scanning the energy of the excitation x-ray 

beam across the edge of a luminescent element present in the sample, results in the optically detected 

XAS (OD-XAS). The first OD-EXAFS spectrum was reported at the Ca K-edge of CaF2 by Bianconi 

et al. [71]. OD-XAS probes only the sites of the investigated atoms, which are involved in 

luminescence emission; as such it provides complementary site-selective information to above 

described XAS detection modes. The characteristics of the OD-XAS of the specific local sites are 

determined by the attenuation lengths of the X–ray and optical photons, the inter-atomic excitations, 

and the sample composition [e.g. 72,73]. XEOL and OD-XAS are well suited for the study of light 

emitting thin films and devices [74]. 
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2.4. Micro- and Nano- X-Ray Diffraction (XRD) Microscopy 

X-ray diffraction (XRD) signal can also be used as a contrast to generate the raster maps, 

combined with the use of a focused hard X-ray beam. The position of the sample will have to be 

laterally scanned; we can think of either having an inhomogeneous crystalline object (different 

crystalline phases, mixture of crystalline and amorphous) or a well crystallized and epitaxial one. In 

the first case, placing an area detector with an angular opening large enough to intercept enough of 

the XRD rings (wide 2 range to allow phase identification) and using transmission geometry in 

scanning mode is the most appropriate and easy to implement. The angular stability of the sample is 

not (or less) of a concern, and most of the time the position of the detector is fixed. In the second 

case, the constraints of the experimental setup are increased. While scanning the sample laterally, a 

specific point or region of the reciprocal space is to be accessed. Thus, the scanner stage will need to 

include rotations and be mounted on an adapted diffractometer; the parasitic angular movements 

(wobble) have to be minimized, and the sample has to remain in the X-ray spot when the sample is 

angularly rotated [18]. 

A technique similar to Scanning XRF Microscopy is used for obtaining XRD microscopy. The 

sample and detector are placed in (angular) conditions to measure the scattered intensity (Bragg peak) 

of a characteristic signal of the object: this can be related to its lattice parameter (different of the 

substrate), shape of the object or strain inside it (e.g. by a broadening or displacement of the Bragg 

peak). Without changing the detector and sample angles set up to be sensitive to the chosen signal, 

and laterally scanning the sample, a diffraction contrast map is obtained [36,75]. Then, a particular 

sample area or nano-object is chosen and characterized into detail using XRD approach: the sample 

is laterally positioned in the X-ray beam, then, without moving anymore the sample laterally, the 

angle positions are scanned in order to measure the distribution of the X-ray scattered intensity in the 

reciprocal space (reciprocal space maps, RSM). By simulating this signal, the characteristics of the 

object can be retrieved: mainly strain value and its distribution inside the object, but also some 

information about shape, size, etc. By using X-ray beam of small lateral dimensions, sub-features of 

the objects can be illuminated and characterized by XRD [15,75–79]. 

2.5. Making use of the coherence of the X-ray beam 

We have shown before that the use of intense and small size X-ray beams is a pre-requisite of 

performing hard X-ray microscopy experiments. If we consider as well the need of possibility to tune 

or scan the energy of the beam to access vicinity of absorption edges, the choice of using synchrotron 

radiation becomes rather obvious. What we described up to now is not making use of an important 

property of the X-rays generated at synchrotrons, i.e. their enhanced coherence (compared to 

“classical” sources available at most research laboratories). Indeed, in a “classical” diffraction 

experiment, the phase of the scattered beam is lost and only its amplitude (intensity) is recorded. 

Several novel approaches developed lately are using the coherence of the X-rays and gain access to 

the phase information, information which is somehow encoded into the recorded data. We will try in 

the following to briefly remind them and give a few examples. The reader interested into more 

details about the experimental setup (coherent focused X-ray beams), the measurement and anlaysis 

techniques, and the corresponding theoretical description can find more information in [18] and 

references therein. 
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2.5.1. Holographic like approaches 

In holographic like approaches we can talk about a “direct encoding” of the phase information 

in the recorded data. The photons which are scattered after the interaction with the sample will 

interfere with an undisturbed wave, resulting in an interference pattern recorded by the (area) 

detector. The reconstruction can be done either by illuminating the recorded data by another 

reference wave or numerically via computer based routines. Several variants (using focused X-ray 

beams) are available [18]. We will briefly mention here: 

i) in-line (Gabor) holography is realized for samples for which a significant (several 10%) part 

of the beam is transmitted through (unmodified by) the sample structure. This part of the beam will 

constitute the reference (undisturbed) wave which will interfere with the wave distorted following its 

interaction with the sample, to create the hologram. The interference pattern (hologram) is recorded 

by the area detector, and can be “reconstructed” (as mentionned above) either by illuminating it by 

the reference plane wave (generates the real and virtual images of the object) [80] or numerical 

approaches ex. [81]. We will note here that the “real” and “virtual” reconstructed images 

superimposes on the same beam path (twin image problem). 

ii) off-axis holography [82]: the major change with respect to the in-line holography is that the 

reference wave is no more collinear with the object detection axis but it has an offset angle. One 

approach to do this is detailed in [83]: Kirkpatrick-Baez (KB) mirrors illuminate a pair of 

waveguides; one is used to illuminate the sample, while the other to supply the reference wave. The 

“real” and “virtual” reconstructed images are angularly separated from each other. 

iii) Fourier transform holography: one or several reference objects (R), placed in the vicinity of 

the object (O) to be measured, are used to generate the reference wave which will interfere with the 

wave scattered by O. Since the first measurements in transmission mode [84,85], it was also proved 

in Bragg reflection geometry with focused X-ray beams (see for ex. [86]). In addition to the 3D 

shape of the object (electron density), access to internal displacement field is also possible. We will 

point out here the rather important constraint of the presence of reference object(s). Moreover, in the 

case of Bragg geometry, the reference object has to be not only very small (its size is basically given 

by the spatial resolution) but crystalline as well [77]. 

2.5.2. Coherent Diffraction Imaging 

This approach is based on computer algorithms and methods for phase retrieval from Coherent 

Diffraction Imaging (CDI) data. There are at present number of methods, algorithms and principles, 

proofed and used for the phase retrieval, the interested reader can see the bibliographic work done  

in [18] (Chapter 7), [87].The first experiments [88] were used to obtain the morphology of a flat 

sample containing (nano-)objects placed in the illuminated X-ray spot, i.e. the projected electron 

density along the X-ray beam direction. 3D tomographic approach (recording 2D measures at 

different azimuth angles, and volume reconstruction) followed rapidly [89]. Using of focused X-ray 

beams to reconstruct objects in 3D was also demonstrated [90]; the use of increased photon fluxes 

allowed reducing the size of the investigated objects and increasing the lateral resolutions in the 

reconstructed data. 

The following step was in fact to retrieve not only the shape, but also to access (to image) the 

strain inside these objects, and, if possible, with the same good lateral resolutions as the one for the 
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shape reconstruction mentioned above. If the first demonstrations were proposed using a planar (not 

focused) X-ray beam, which makes simpler the concept of the data treatment, the use of focused 

beams and curved wave fronts was also later considered [91–93]. Indeed, like mentioned before, the 

gain in photon flux density (thus smaller object sizes and better spatial resolution accessible) can 

easily counterbalance or overcome the more complex theoretical description and reconstruction 

algorithms. For example, different situations were identified in the review [18], each of them having 

its own subtleties (specific algorithms): 

i) weakly non-homogeneously strained crystals [94–97]. 

ii) highly non-homogeneously strained crystals [98–100]. 

iii) Fresnel CDI [100,101] was proposed in order to avoid so called “trivial solutions” in a 

support based phase retrieval imaging approach (phase offsets, conjugation errors, variations in 

position of the reconstructed object). If Fresnel diffraction is used, combined with an incident wave 

having a known, non-zero and finite curvature, then a unique solution exists. The curved wave field 

can be produced by focusing optics, and the object of interest is not anymore placed at the focal point, 

but, on purpose, out of the focal plane (i.e. the illuminating wave front is significantly curved). The 

detector is placed in the far field regime. The numerical reconstruction involves firstly the accurate 

reconstruction of the complex valued illumination wave front [93,101,102], then the phase retrieval 

is performed on the scattered data. 

2.5.3. Ptychographic methods 

The method makes use of specifically created redundancy in data measurement algorithms: the 

sample is illuminated by a (coherent) finite-size X-ray spot and the interference scattered pattern is 

recorded. Then a similar measurement is recorded by laterally shifting the sample, but on a lateral 

distance significantly smaller than the size of the focused X-ray spot (illuminated area). There is thus 

a significant oversampling concerning the illuminated area. The sample scattering function can then 

be reconstructed. The illumination function does not have to be a plane wave anymore; moreover, 

due to the data redundancy, the reconstruction algorithm will also reconstruct the exact illumination 

function (no pre-knowledge necessary). Several algorithms were proposed [103–106]. If the first step 

was consisting of planar views reconstruction, tomographic reconstructions were also     

performed [107]; Bragg variant was also demonstrated [108,109]. 

2.6. Other Complementary X-Ray Microprobe Techniques 

2.6.1. Scanning Transmission X-Ray Microscopy (STXM) 

Possibly one of the easiest approach in raster imaging mode with a focused X-ray beam, is to 

record the transmitted signal for a thin specimen by Scanning Transmission X-ray Microscopy 

(STXM) [18,110]. The corresponding map is related to the variation of the absorption contrast due to 

electron density inhomogeneity or sample thickness variation. In case of uniform sample thickness, 

the resulting map is related to the projection of the material density along the X-ray beam direction. 

The lateral resolution of STXM is essentially given by the lateral size of the X-ray beam. A variant of 

this technique makes use of an area (2D) detector. Apart the intensity of the transmitted beam, its 

positon (center of mass) on the area detector can be calculated and its deflection (due to refraction 
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effects) measured, with respect to the initial position (no sample). These deflection values (ex. in x 

and y directions) can be used as contrast mechanisms to trace the raster map of the sample 

(differential phase contrast image measurement [54] and references therein). In a similar way, the 

Small Angle X-ray Scattering (SAXS) signal can be detected and used to generate the contrast in the 

raster maps [38,111]. 

2.6.2. Full field microscopy techniques 

We already mentioned that various contrasts can possibly be used in full field microscopy 

techniques: i) Absorption; ii) Phase contrast [112,113] with the variant of Grating based 

imaging/X-ray Talbot interferometry [114–116]; iii) X-ray reflectivity [11–13]; iv) Bragg scattered 

signal [14–16]; v) fluorescence [117]. An area detector is used in all these cases to generate a 2D 

(projection) image of the sample but 3D approaches can also be foreseen. Without entering too much 

into details, one of the most important advantages of the full field techniques is obtaining a full (2D) 

image in a single acquisition, even if the exposure time can be or is much larger than the dwell time 

per pixel in the raster map (generally true for XRF mapping). The total data acquisition time is still 

generally lower compared to the total time when performing the raster mapping approach [14]. 

3. Results 

State of the art X-ray spectro-microscopy techniques provide unprecedented elemental and 

chemical specificity with the possibility of obtaining complementary information on the structure, 

morphology, and crystalline structure by other complementary X-ray techniques (see Figure 1). This 

opens new opportunities for the study and engineering of new materials and new technologies, for 

creating e.g. electrochemical, thermoelectric, photovoltaic devices, nuclear materials [118], 

nano-wires, nano-devices for memory, sensing, logic, light emission and wave-guides. The triggered 

technological developments make available lower production costs, higher efficiency, more 

flexibility, simplified designs and improved safety. 

A large amount of work has been devoted to the characterization of semiconductor samples 

including multicomponent alloys, nano-systems and nano-structures. Precipitates, their size and 

density variation, chemical state, and eventual multiphase precipitations highly influence and alter 

the characteristics of these samples. Material defect interactions, the association of impurities with 

structural defects and doping induced changes govern the performance of many emerging 

technologies. However the small size and the low density of metal precipitates render the application 

of standard analytical tools difficult, where the high sensitivity and high spatial resolution achievable 

by modern hard X-ray microscopes provides a real asset. Clearly, the study of such materials and 

devices at hierarchical length-scales [30] also in in situ and in operando [25, 119–121] is becoming 

crucial both for improving fabrication processes and to answer challenging questions from a 

fundamental point of view. 
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Figure 1. A possible scheme of a multi-technique scanning hard X-ray microscope 

showing the focusing optics creating the highly focused nano-beam at the sample 

position; the XRF detector collects the characteristics X-ray spectra, the IM 

intensity monitors (e.g. photodiode) are used for intensity normalization, for 

XANES /EXAFS in absorption mode and for absorption contrast measurements, 

the 2D detector is used  for X-ray transmission contrast measurements, such as 

absorption-, differential phase- and scattering contrast, while other contrasts such 

as X-ray beam induced current (XBIC) studies are also possible to implement.  

The fabrication of nanometric-sized self-assembled structures is an important way of enhancing 

the device performance. For example nanowire (NW)-shaped semiconductor photovoltaic and light 

emitting devices have been shown to absorb light in a much more efficient manner allowing to 

further improve their characteristics. Even flexible devices can be constructed by NW morphology. 

Bulk methods can only measure average out characteristics overlooking small-scale effects and local 

differences within the samples. Only techniques offering micro- or nanometer scale spatial resolution 

and high sensitivity can be applied for individual nano-object characterization. 

X-ray spectro-microscopy is mostly applied to track structural and chemical changes at the 

nanoscale as a complementary tool to the analytical techniques frequently used for the 

characterization of these nano-objects, such as transmission electron microscopy (TEM), and 

scanning electron microscopy (SEM) also coupled with energy dispersive spectroscopy (EDS), 

electron energy-loss spectroscopy (EELS), secondary ion mass spectrometry (SIMS) and nano-SIMS, 

cathodoluminescence microscopy and spectroscopy, three-dimensional (3D) composition evolution 

by advanced TEM, correlated atom probe tomography, focused ion-beam (FIB) tomography. The 

aforementioned non-destructive in-situ and in operando capabilities and high trace sensitivity of 

X-ray spectro-microscopy is a significant asset to obtain complementary information compared to 

these laboratory techniques. 
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3.1. Study of heterogeneous materials/samples 

3.1.1. Si-based Solar Photovoltaic 

Only a niche market a few years ago, solar photovoltaic is now becoming a mainstream 

electricity provider. Solar photovoltaic was one of the first technologically interesting materials 

studied by synchrotron based spectro-microscopy techniques, where µ-XRF and µ-XAS 

investigations played a major analytical role in the fast development [28–30,61,122–130] (see Figure 

2). Based on the needs of these investigations, important fields of microscopic research emerged: the 

detailed characterization and improvement of doping microstructures and microdefects, which 

significantly limit the device performance. 

Multi-crystalline (mc-)Si materials show, as a rule, significant spatial variations of defect 

densities and related material characteristics. The first µ-XRF investigations e.g. [122] of 

multi-crystalline-silicon solar cells provided the first direct evidence that transition metal 

agglomerates play a significant role in their performance, forming regions of high minority carrier 

recombination centers. Simultaneous µ-XRF and x-ray-beam-induced current (µ-XBIC) 

measurements [123,124] enabled the in situ study of the relation of the chemical nature of the defects 

and impurities, and their recombination activity. The work of Buonassisi et al. [28] combining 

µ-XRF, µ-XAS and µ-XBIC, showed that the size, spatial distribution and chemical binding of 

metals within clusters is just as important as the total metal concentration in limiting the performance 

of multi-crystalline silicon solar cells (see Figure 2, panel a). Even large amounts of metals turned 

out to be acceptable as long as their size and spatial distributions are properly engineered. Metal 

nano-defect clusters embedded in a semiconductor matrix have small size (typically tens of 

nanometres) and comparably large separating distances (up to tens of micrometers). The arrival of 

high spatial resolution hard X-ray nano-probes allowed for the detection of transition metal 

precipitates of the order of some ten nanometers dimensions [29,30,125]. These measurements 

showed the crucial need for hierarchical multi-scale characterization for statistically significant 

studies [30]. 
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Figure 2. Analytical possibilities of scanning X-Ray Spectro-microscopy and 

complementary techniques for the study of transition metal (Fe, Cu) precipitates in 

mc-Si solar cell materials. a) and b) scanning XRF and nano-XANES provides 

information about the  different types of metal defects in commercial solar-cell 

material. a) the distribution of iron nano-precipitates with 20–30 nm size was 

revealed by scanning XRF, while the nano-XANES measured within these 

preticipitates (sample: black XANES curve) are iron-silicide (blue XANES curve: 

FeSi2 standard). b) Fe inclusions with several µm’s in diameter are composed of iron 

oxide (red XANES curve: Fe2O3 standard) (from ref. [28] Buonassisi et al., reprinted 

with permission N° 3592150804171 from Macmillan Publishers Ltd: Nature 

Materials) c) the high analytical sensitivity of scanning µ-XRF can be combined 

with the high spatial resolution of electron microscopy techniques, here Scanning 

electron microscopy (SEM) reveals a N4Si3 micro-crystal co-localized with Cu 

containing defect, high Cu intensity is in redcolors (from ref. [131] Zuschlag et al.  

with permission of Trans Tech Publications N° 3596760493275) d) X-ray induced 

current (XBIC) measurements are frequently used in combination with 

spectro-microscopy for studying the correlation of precipitate chemistry and 

electrical activity. Here Fe micro-precipitates detected at grain boundaries shows 

inhomogeneous electrical activity as identified by µ-XBIC. (from ref. [127] Trushin 

et al., with permission N°: 3592141336062 from Elsevier). 
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These findings triggered a strong need to understand the physical and chemical properties of 

metal clusters and metal-structural defects interactions [126] and their effect on the local device 

characteristics and behavior in solar cells [29,61,127]. Electrical properties of intentionally 

contaminated mc-Si materials were investigated in relation with the distribution and speciation of 

transition metals, to gain insight into the relation between size and chemical state and the likely 

origin of clusters [127] (see Figure 2, panel c). The understanding of the underlying mechanisms of 

the recombination activity of transition metal precipitates is a matter of fundamental scientific 

interest with direct impact on industrial applications. Experimental evidence is crucial to validate the 

theories of the possible recombination mechanisms. Quantitative stress mapping and recombination 

activity measurements by simultaneous micro-photoluminescence spectroscopy (µ-PLS) and 

micro-Raman spectroscopy (µ-RS) and complementary nano-XRF were performed by [128] for 

investigating the correlation between the size of the transition metal precipitates, the induced stress 

and the recombination activity. Theoretical models closely predicting the performance of 

experimental cells were developed [128-130] permitting simulation-guided process optimization and 

defect engineering, in order to improve the quality of even heavily contaminated mc-Si materials. 

This paved the way towards efficiency and yield enhancements and an entirely new approach for 

fabricating cost-effective solar cells from abundant but impurity-rich feedstocks. 

3.1.2. Nitride Semiconductor Materials 

Scanning spectro-microscopy and its combination with other complementary techniques 

provided important information also on nitride semiconductor materials. Gallium nitride is a widely 

used semiconductor material, which has wide field of application e.g. as light emitting (LEDs) and 

laser diodes, wide band gap energy applications, micro-wave radio-frequency power amplifiers, solar 

cells, as well as being the key material for next generation high frequency, high power transistors 

capable of operating at high temperatures. The application of electronic and optoelectronic devices 

based on nitride semiconductors is growing extremely fast, but the fundamental science underlying 

these devices is lagging behind. As such, exploring the vital link between structure and properties is 

crucial and profit from new complementary characterization possibilities. The key strategy is to 

combine multiple microscopy techniques to develop a comprehensive understanding of defects in 

nitrides. This requires assessing the same nanoscale regions of material in multiple microscopes, so 

that the structure and composition of a specific nanostructure may be linked directly and 

unambiguously to its electrical and optical properties. Overall, the aim is to provide a much more 

complete picture of nitride materials than has ever previously been achieved, and to apply this new 

understanding to engineering improved materials for working devices. For example the tailoring of 

the characteristics of nitride based semiconductors, as the band gap size and the related color of light 

emitting diodes, or the magnetic characteristics by creating diluted magnetic semiconductors [132], 

can be achieved by different doping. One of the key questions of doping is whether the resulting 

material is indeed an alloy or whether it remains as GaN with clusters, precipitates or second phases, 

which are determining the new properties. 

As an example, the ideal diluted magnetic semiconductor (DMS) is a semiconductor material 

doped with a ferromagnetic (FM) impurity, presenting ferromagnetism above room temperature. 

Despite the many investigations, the origin and control of ferromagnetism in DMSs introduced e.g. 

by Mn or Co doping is one of the most controversial research topics in materials science and  
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Figure 3. Scanning X-ray spectro-microscopy study of Mn-doped GaN. a) XRF 

average spectra of GaN samples containing different Mn dopant concentrations. 

The Mn concentrations determined by XRF are indicated in the figure. The Mn-K 

(blue) and Ga-K (red) XRF peaks were chosen for obtaining the spatial 

distribution maps. b) Ga and Mn distribution in the highly Mn-doped GaN sample 

containing 11% Mn. (Copyright 2004 The Japan Society of Applied Physics from  

ref. [133] Martinez-Criado et al. 2005) c) Normalized x-ray absorption spectra near 

the MnK-edge for several model compounds with known valencies from zero (Mn 

metal foil) to three (Mn2O3). The characteristics energies used for XANES mapping 

are marked by dotted lines. d) Mn intensity distribution maps measured at 

characteristics energies around the Mn K-edge (see panel c). e) Reconstructed 

spatial distribution of Mn
0
 and Mn

2+
 in the highly doped GaN:Mn sample 

(reprinted with permission N°: 3592161399803 AIP Publishing LLC from ref. [60] 

Martinez-Criado et al. ). 

condensed-matter physics today. The first X-ray spectro-microscopy studies combined with Raman 

and photoluminescence measurements [133,134] studied the cluster formation induced by 

Mn-doping in GaN with µm spatial resolution (see Figure 3 panel a and b). Defects induced during 

Mn-doping were showed to lower the GaN lattice symmetry. Mn incorporation substitutional to Ga 

was supposed creating a tensile strain in the GaN layers. The substitutional Mn incorporation to Ga 
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was confirmed by X-ray spectro-microscopy [135,136] for all Mn concentrations studied. These 

studies suggest continuous change of the Mn valence with increasing Mn content, being close to 2+ 

in ferromagnetic samples. The spatial variation of the valance state of Mn in the function of Mn 

doping concentration could be mapped by [60] (see Figure 3, panel e) with an approach of collecting 

two-dimensional 2D x-ray fluorescence maps at preferential monochromatic energies, which excite 

different Mn oxidation states. The pre-edge structure of XANES compared to ab initio   

calculations [135,136] provided indication about the possible band structure of Ga1–xMnxN alloys. 

Polarization-dependent XANES measurements [133,135] capable of discriminating between the 

cubic zincblende and hexagonal wurtzite GaN polytypes or their eventual co-existence as mixed 

phase, identified wurtzite structure within Mn clusters independently of the Mn dopant content. 

3.2. Investigation of individual nanostructures 

Starting from the demonstration of the first QW laser (in the 1970’s), low-dimensional materials 

attracted increasing interest from both fundamental and technological points of view. Semiconductor 

materials are evolving toward the development of more complex low-dimensional systems and 

hetero-structures with nanometric sizes. The low dimensionality of these structures and devices gives 

rise to quantum confinement phenomena, which modify their structural, optical, chemical and 

electronic properties obtaining unexpected characteristics and improved functionalities. 

Low-dimensional systems are generally labelled as nanostructures as quantum confinement usually 

occurs at the nano-meter scale.  

Nanostructures and the related functional nanoscale devices have gained great interested in the 

last decades in several fields such as heterogeneous catalysis, solar cells, sensors, electrical devices, 

batteries, light emitting diodes, lasers, optoelectronic and spintronic nanodevices, integrated 

semiconductor spintronics, and quantum information technologies. The development of such 

applications requires a deep understanding of the physical properties of the nanostructures. On the 

other hand, the study of ensembles averaging among thousands of nano-structures with slightly 

different peculiarities can hide important characteristics. For example in oriented systems, such as 

nanowires (NWs, 1D systems exhibiting nanometric size in two dimensions), the bulk measurements 

can lead to erroneous conclusions, as was demonstrated by Farvid et al. [137] in the case of the Mn 

magnetization measurements of Mn:GaN NWs. Here the net magnetic moment determined from 

single NW measurements was nearly two orders of magnitude larger than the saturation magnetic 

moment obtained by the ensemble measurements. This is due to the random orientation of the NW’s 

on the growth substrate; since the Mn magnetization of a single NW strongly depends on its 

orientation with respect to the external magnetic field, the moments for opposite NW orientations 

will cancel out in the case of ensemble measurements. Any significant magnetization measured for 

randomly grown NW samples would, therefore, likely to be of extrinsic origin.  

Therefore, the study of single nanostructures is crucial. Nevertheless systematic structural and 

chemical study is also needed at multi-length scales in order to link the characteristics of the basic 

individual building blocks to that of nano-devices. In spite of this strong need, only few experimental 

techniques have the required sensitivity, specificity, and spatial resolution to directly probe the 

structural and chemical state of the dopants, impurities and the electronic structure in single 

nanostructures. When the excitation matches the energy of an electronic transition, resonant Raman 

scattering (RRS) can be used to study single NWs. In XFM the scattering background is many orders  
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Figure 4. a) SEM images of as-grown InxGa1-xN nanowires (NW) b). The In and Ga 

characteristic X-ray lines marked on the typical average XRF spectrum of an 

individual NW. The In and Ga distribution of two NW’s measured from the top. c) 

SEM image of a single NW and the In and Ga distribution measured by nano-XRF. 

d) Polarization dependent XANES around the Ga K-edge proves the conservation of 

the wurtzite polytype along the NW e). A schematic 3D model of a single NW 

obtained from the results of combined XRF, XANES and XRD (the latter not shown 

in the figure) characterizations. Reprinted with permission N°: 3594480065540 from 

ref. [20] Segura-Ruiz et al. Copyright (2013) AIP Publishing LLC, and from Ref. 

[138] Segura-Ruiz et al. adapted with permission Copyright (2014) American 

Chemical Society. 

of magnitude lower than the bremsstrahlung background present with electron excitation. As a 

consequence synchrotron X-ray fluorescence (XRF) nanoprobe provides quantitative composition 

analysis with excellent relative (ppm/ppb) detection limits while the higher spatial resolution of 

electron microscopy techniques allows better absolute sensitivity within highly localized structures.  

e.g. [19,131]. In the case of TEM, SEM the damage caused by the electron beamin the sample [139] 

is considered to be more important than for X-rays (at least in the case of ≥10 nm X-ray beam sizes 

and soft matter such as polymers) [e.g. 140]. The use of synchrotron based hard X-ray 

spectromicroscopy probes is advantageous for the larger information depths, element-, site-, and 
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orbital selectivity, and chemical trace sensitivity. Electron and X-ray techniques can be    

combined [23,41] (see Figure 4) for studying with nanometer resolution small embedded domains 

with weak signals, clusters, dopant segregations, and heterogeneous structures, and for the 

identification of minority phases, and strain fields. 

In semiconductor nanowires (NWs) based on group-III nitrides and their ternary alloys (e.g. 

InxGa1−xN), compositional inhomogeneities, phase segregation and related strain fields hamper the 

growth of high quality nano-structures and thus, similarly as in bulk materials, limit the tunability of 

their characteristics. Up to now, the growth of high crystalline quality without segregation effects 

still remains a challenge. Several recent works [20,41,138] demonstrated the spontaneous and 

preferential axial and radial compositional Ga and In inhomogeneity phenomenon in ternary alloy 

single NW’s by nano-XRF with no additional doping and impurity contamination detected. Polarized 

nano-XANES indicated no secondary phase or metallic cluster formation and the wurtzite structure 

were preserved within the investigated NWs despite the inhomogeneous elemental distribution (see 

Figure 4, panel d). Combined simultaneous nano-XRF and nano-XRD [138] allowed to spatially 

correlate compositional and long-range order information and even made possible to construct a 

simple 3D model for the analyzed single NW’s (see Figure 4 panel e). However, real 3D 

measurements providing elemental and chemical information at the nano-meter scale [31,141] would 

be necessary to complement and confirm these suggestions by direct observation, which is still a 

very challenging task.  

NW quantum emitters can enhance several times the optical efficiency compared with standard 

optical excitation. The enormous demand for superior optoelectronic devices stimulates the 

application of further optical characterization techniques. Combined synchrotron-based XEOL and 

simultaneous XRF spectroscopy [142] is a viable characterization tool to study single nanowires with 

optical and chemical contrast mechanisms with sub-100 nm spatial resolution [143]. This enables the 

investigation of the underlying mechanisms of optoelectronic nanodevices. Next to spatially resolved 

XEOL as an imaging tool the time structure of the synchrotron source can also be combined with 

XEOL [69,70] for performing time-resolved XEOL (TR-XEOL). TR-XEOL provides information on 

carrier dynamics if the carrier recombination lifetime under investigation is comparable with the time 

structure of x-ray pulses.  

In spite of these recent impressive works in general one of the challenges for future works is 

performing statistically meaningful number of scans in order link individual and ensemble NW 

characteristics. This issue started to be addressed in the last years, as shown by the fast acquisition 

approaches developed recently [54,55,79,144,145]. Such fast and multilength-scale measurements 

will gain increased importance with the appearance of new diffraction limited storage rings and 

dedicated X-ray nanoprobes, where several order of magnitude increase in the flux of the nanobeam 

is expected [146]. 

3.3. Studies of Individual Micro- and Nano- Objects with µXRD—Selected Examples 

XRD methods can give access to the strain inside materials, with a resolution which is hardly 

achievable by any other technique. Combined with a local probe approach, the local properties 

(lateral resolution down to nanometer) are accessed. One domain in which this kind of information is 

of utmost importance, and for which the methods shows its full potential, is related to the studies of 

semiconductors with potential applications in microelectronics, see for example [2,78,147–149]. On 
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one hand, the crystalline quality of semiconductors is very good, most of the time they are epitaxial 

systems. On another, strain is a dominating feature in the resulting properties. Strain engineering in 

complex systems and via shape, patterning, epitaxy or other manufacturing methods and its accurate 

characterization are a must, see for example [2,150–152]. 

The number of examples that the interested reader can find about the contribution of XRD 

(using focused hard X-ray beams and/or their coherent properties) is extremely large in the literature, 

including imaging (in 2D or 3D). Number of books and reviews are giving a rather good image about 

the capabilities of such techniques see for example [21,153–156]. Dedicated facilities, 

instrumentation (for example dedicated beamlines at Synchrotron facilities) and theoretical 

approaches are developed and optimized lately. 

In the following, we were choosing very particular examples on a particular system (SiGe 

islands epitaxially grown on Si substrates [2,157] and trying to illustrate not only the contribution of 

the various XRD like techniques, but their complementarity as well in increasing our knowledge, 

understanding their properties and optimizing manufacturing and characterization methods towards 

in operando studies. Also selected examples from the literature will be shown. Various shapes close 

to the square truncated pyramids are most of the time used. The individual objects lateral sizes used 

in the following examples ranges from about slightly more than 3 µm (Figure 5) down to about 150 

nm (Figure 7); the exact shape, size and Ge content highly depend on the growth conditions and sizes 

in the micron down to sub-100 nm range can be achieved. The epitaxially grown SiGe islands are 

strained; we will try, via the different experimental XRD local probe approaches, to access quantities 

which are characteristic of single and particular SiGe objects. 

In a first step, a raster map of the sample with XRD contrast will be acquired. The principle is 

similar to STXM [36]: the hard X-ray beam was focused using Be Compound Refractive Lenses 

(CRLs) in this particular case and the diffractometer is aligned such that the X-ray spot falls in the 

center of rotation of all the circles. An optical microscope allows referring this point and 

pre-positioning the region of interest of the sample at the X-ray beam location [2,18,36,158]. The 

constraints of the experimental setup are rather important and were pointed out in Section 2.4. The 

sample and detector are placed in (angular) conditions to measure the scattered intensity (Bragg peak) 

of a characteristic signal of the object as we are going to see in the following, this can be related to 

its lattice parameter (different of the substrate), shape of the object or strain inside it (implying a 

broadening or displacement of the Bragg peak). By setting up the detector and sample angles to be 

sensitive to this kind of signal, without changing them, and laterally scanning the position of the 

sample (while recording the detector signal), a diffraction contrast map is obtained. 

If the characteristic signal originating from the SiGe islands is detected, a raster map using it as 

a contrast mechanism will be generated. A particular region of the sample exhibiting a growth defect 

(and close to the sample edge) was imaged in this case. A superposition of the XRD contrast map and 

an optical image of the same region of the sample shows it is possible to position and identify single 

and, most important, particular objects (SiGe islands) in the focused X-ray beam (Figure 5, panel e). 

Various contrasts maps can be obtained, by appropriately tuning the detector to access the desired 

position in the reciprocal space. This is illustrated in Figure 5 (panel g) in which the XRD contrast 

corresponding to the islands facets are used and color coded (see figure legend). We will also point 

out here that contrast like XRF (Ge fluorescence line in this case) can also be used to obtain the 

raster maps of this kind of sample, as it was demonstrated in [75]. 

In the case of more complex samples, this technique ensures the sensitivity to various lattice 
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spacing (or lattice parameters associated to various crystalline layers), as it was shown for epitaxial 

tunnel junctions. Each of the constituting layers could have been imaged using lattice parameter 

contrast (various characteristic Bragg peaks) corresponding to each layer [15,77,159]. 

Once the objects of interest are identified, they can be individually characterized using XRD 

methods more into details. The sample is laterally positioned in the X-ray beam, then, without 

moving anymore the sample laterally, the angle positions are scanned in order to measure the 

distribution of the X-ray scattered intesity in the reciprocal space (reciprocal space maps, RSM) on 

individual chosen objects(Figure 5 panels a–d). By simulating this signal, the characteristics of the 

object can be retrieved: mainly strain value and distribution, but also some information about shape, 

size, etc. [18,36,160]. 

We should point out here that in the approach depicted above, some pre-knowledge about the 

shape of the sample is required. This information is obtained via another microscopy technique, the 

Scanning Electron Microscopy (SEM). Since the same region of the sample can be imaged, the 

precise shape of each object is easily identifiable. With this information available, Finite Element 

Methods (FEM) are applied to model and obtain the strain distribution inside the object. Then X-ray 

scattered intensity is calculated and compared to the measured one [18,36,160]. The model is 

adjusted to have a good agreement with the experiment. For this particular sample, these results 

allowed understanding the growth mode via two steps (flat and truncated pyramidal shaped islands) 

but also access to the strain distribution inside each of the investigated objects. 

With an even smaller beam, it is possible to record XRD signal originating even from 

sub-structures of the single SiGe objects (for example facets) [75,76] and map their properties into 

details (Figure 5 (panel g) and Figure 6), like spatially resolving the strain inside the single object. 

We will see in the next section that this can also be accessed differently, using the coherence property 

of the X-rays. Using hard X-ray beams of a size which is smaller than the lateral size of the 

investigated object, local information about precise localization and description of defects inside 

specific regions of the object (for example, close to their edges) can be performed. Also, it was 

possible to evidence tilts in the crystalline planes when approaching the edges of the objects; their 

amplitude and orientations depend on the shape and size of the objects [15,77,161], and were 

evidenced as well for similar samples by other groups [78] and references therein, [162–165]. 

If the shape pre-knowledge was required in order to simulate the XRD data recorded for the 

individual SiGe islands (using SEM for example) new approaches making use of the coherence of 

the X-ray beam can overcome this issue. As an example, we can mention here the Grazing Incidence 

Small Angle X-ray Scattering (GISAXS) experiment of [166–168] using an X-ray beam having an 

important transverse coherent length, on the same type of SiGe islands samples, of various lateral 

sizes (from 1000 down to 50 nm). By performing GISAXS measurements for different sample 

azimuths, in a tomography-like experiment, the reciprocal space is reconstructed in 3D close to its 

origin (q = 0) region [166–168]. Then the shape and size of the average SiGe island is modelled and 

reconstructed. The achieved voxel size in the reconstruction is 10–15 nm and is strongly related to 

the enhancement of the scattered signal due to the uniformity (shape and size) of the islands. 
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Figure 5. Illustration of method of finding and measuring individual objects (islands) 

with XRD contrast. Tuning the sample and detector angular values such to measure, 

in reciprocal space, a position characteristic for the island and scanning the sample 

laterally, higher intensity is observed whenever an island is illuminated by the X-ray 

spot, leading to an image of the island distribution (e). Overlaid to it are the island 

positions (squares) extracted from an optical microscopy image. (a–c) Measurement 

of the scattered signal close to the (004) Si Bragg peak for individual islands of 

various shapes (a–c, the corresponding SEM images are shown in the inset). (d) 

measurement of the scattered signal originating from the empty substrate (vicinity 

of the (004) Bragg peak). The various intense oblique features in the reciprocal 

space maps (RSMs) and visible as well in panel (d) (so called detector and analyzer 

streaks) originate from the particular geometry of the measurement and the use of a 

1D detector in this case. (e) 3D RSM image (iso-intensity surface) of the scattered 

signal (vicinity of the (004) Bragg peak) for a single SiGe island; the presence of the 

substrate peak (top) and SiGe peak (bottom) can be seen. Note the shape of the 

signal related to the presence of the 4 side facets on the island. The grey oblique 

plane represents the region measured by a single area detector image, and is shown 

in (f). By using an X-ray beam smaller than the size of the SiGe islands, and as 

contrast signal on the left, middle or right areas in (f) (color-coded by red, white and 

blue respectively), the generated raster maps (g) are rendered sensitive to the 

presence of left, top and right side facets of the SiGe pyramids. 
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Figure 6. (from ref. [76] Diaz et al. with permission N° 3594481209644 John Wiley 

and Sons Inc.) Scanning diffraction micrographs recorded with the area detector 

positioned to record an image like the one shown in Figure 5f. Frames 1 to 25 

correspond to the positions in real space sketched at the top part of the figure the 

size of the X-ray beam is also illustrated. Frame 0 is measured outside the island. 

Another use of the coherence of the X-rays, and combined with the use of small X-ray spots 

(focusing) is done in a Coherent Diffraction Imaging (CDI) experiment. We show hereafter an 

example of studying individual SiGe islands [92]. Note also the retrieval of the strain inside the Si 

substrate, just beneath the SiGe island (Figure 7). Indeed, the measurement of the scattered intensity 

close to the Si substrate peak shows as well a certain distribution of the intensity in the Bragg peak. 

Also, it is possible to reconstruct (propagate) the X-ray wavefront (see for example [93] and 

references therein) and use the proper illumination function as input in the computing algorithms 

used to reconstruct the shape (density) and strain inside the investigated object. 
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Figure 7. (from ref. [92] Diaz et al. with permission of © IOP Publishing & Deutsche 

Physikalische Gesellschaft. CC BY-NC-SA) Comparison of strain distribution (a, b) 

and scattered intensity (c, d) close to the (004) Bragg peak between strained (top) 

and unstrained (bottom) single SiGe island. (e, f) example of a 2D phase retrieval 

with a finite illumination function: reconstructed amplitude (e) and phase (f). (g) 

example of 2D data (logarithmic intensity scale) measured in the vicinity of Si(004) 

Bragg peak, for a single SiGe island using a coherent focused X-ray beam. 

More complex systems, and especially more close to applications, can also be investigated: the 

technique is non-destructive for such types of samples (semiconductors). We illustrate this via the 

example of the investigation of a functioning metal-oxide-semiconductor field effect transistor 

MOSFET [2,18]. Indeed, tensile or compressive strain can be applied to the silicon channels of 

MOSFETs (depending if n- or p-type, respectively) in order to speed them up. One proposed concept 

is to use a SiGe island positioned below the channel of a Si based transistor, to act as a stressor 

element [2,158,169]. By using a hard X-ray focused beam, it is possible to locally measure the stress 

in such an object even after electrical connection, thus assimilated to a functioning device.  

One approach which will be detailed hereafter is the combination of µXRD with an Atomic 

Force Microscope (AFM). This opens access to investigate in situ the mechanical properties of small 

individual objects when the micro and nano scale are approached. The XRD can give access to the 

strain inside the object with extremely good precision. The aim is to mechanically interact with a 

single small size object, which is in the same time characterized using µXRD technique. The lateral 

resolution in the XRD experiment should be good enough to ensure that the measured signal 

originates only from the object of interest, or parts of it. For this purpose, a specially designed AFM 

is mounted on the diffractometer [97,170–172]. A focused X-ray beam is used as a local probe. The 

sample can be imaged both using the X-ray spot (and XRD contrast) or with the AFM tip. This 

procedure allows positioning the AFM tip above the object of interest and the X-ray beam to 

illuminate precisely the very same object [159,171] .By performing XRD RSM and corresponding 

modelling, the strain inside the object is modelled and accessed (Figure 8) via direct comparison with 

the measured data [171]. Mechanical properties when the nanoscale is approached are thus accessed. 



147 

AIMS Materials Science  Volume 2, Issue 2, 122-162. 

 

Figure 8. (from ref. [171] Cornelius et al., with permission IUCr 

http://dx.doi.org/10.1107/S0909049512023758) Displacement field (upper row) and 

shear stress (second row) simulated by the finite element method using COMSOL's 

multiphysics, 3D RSMs calculated from the displacement fields by fast Fourier 

transform (third row) and (qx, qz) cuts through the calculated 3D-RSMs at central 

qy (forth row) for (a) a SiGe island epitaxially grown on Si(001) and for samples 

with a distribution load of (b) 1GPa, (c) 3 GPa and (d) 5 GPa applied on the island 

top facet. The position of the Si(004) Bragg reflection and the signal of the SiGe 

island are indicated by dashed lines. The dotted lines highlight the Crystal 

Truncation Rods (CTRs) originating from the island side facets.   

 

http://dx.doi.org/10.1107/S0909049512023758
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4. Conclusion 

The development of state of the art hard X-ray spectro-microscopy techniques opens a way 

towards the characterization of the investigated samples at some nanometers spatial resolution with 

high elemental and chemical sensitivity. Advanced scanning hard X-ray nanoprobe techniques 

provide powerful tools for probing heterogeneous, complex systems down to the nanometer scales 

with high elemental and structural sensitivity, including dedicated beam-lines and nano-probe set-ups 

for material science applications [22,40,24,173–175] aiming also in situ and in operando studies [25]. 

X-ray nanoprobes providing 3D tomography [24,176–178] possibilities are emerging and provide 

access to the study of internal sample characteristics in a non-invasive way. 

A strong need is evolving for the combination of more than one technique, in such a manner that 

the strengths of one complement the weaknesses of others. For example, the complementarity of 

X-ray methods and high resolution laboratory techniques (TEM, SEM, Raman spectroscopy [179], 

scanning probe microscopes [97,171,172,179] in probing locally the average composition with 

complementary spatial resolution and elemental sensitivity, is exploited by more and more combined 

utilization especially for the study of nano-structures. The synergy of different techniques together 

with the development of new approaches to their combined applications will allow the same 

nanoscale regions of material to be assessed in multiple microscopes in order to link directly and 

unambiguously structure and composition, to electrical and/or optical properties with high spatial 

resolution and high analytical sensitivity [180]. This would provide more complete picture than has 

been achieved so far. 

A new challenge is to perform statistically meaningful investigations in order to bridge the gap 

between nano-characteristics and device functioning and properties and to make meaningful 

conclusion on the effect of nano-sized characteristics on that of the bulk sample. Characterizing 

material structures and compositions on various hierarchical length scales, from the engineering level 

down to the nanoscale, is of fundamental interest [25,179,181]. Characterizing with down to 

nanometer lateral resolution is not anymore the only requirement—rapid and reliable acquired data 

are demanded in order to be able to accurately extract information over large (several mm or cm) 

areas of the sample, while still having sub-µm down to nm lateral resolution.  

This was lately addressed by several groups by implementing recently developed fast 

acquisition approaches; we will point out here some of them, which are introducing the      

concept [54,55,79,182,183,144,145,45]. In very simple terms, the idea behind is to acquire large sets 

of data (e.g. mapping large volumes of the reciprocal space, acquiring large raster maps with high 

resolution and several probed signals in the direct space, etc.) in extremely short time intervals, while 

still keeping the good data quality. We can mention some of the features which lead to the need and 

the development of such approaches: 

i) The development of fast, low noise and low background, high dynamics and large surface 

area detectors: in a single image shot, wider regions of the space are covered while recording the 

signal, with high frequency sampling rates (>100 Hz). 

ii) Higher photon density in the focused X-ray beams: this allows shortening the necessarily 

exposure time, while still having a good statistics of the data in the measured signal. 

iii) Smaller size X-ray spots: this allows probing smaller and smaller volumes (lateral 

dimensions) in the samples. The number of sampling points in raster maps can be increased to 

address sample features at various lateral length scales, from nm to cm, resulting into imaging large 
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areas of the sample with very good lateral resolution. Zooming onto details can be performed then 

directly on the recorded data. Micro-, meso- and macro-scale characteristics can be thus accessed in 

a single measurement. 

iv) Performing experiments involving fast phenomena (ex. transient phase transformation, 

thermal annealing,…): the fast acquisitions allow describing kinetics; the process is “cut” into 

snapshots which are then reconstructed into movies. In situ and operando measurements are clearly 

benefiting of these approaches. 

v) Performing simultaneously, on the very same sample and under the very same experimental 

conditions, several analyses: it involves the use of several detectors which will acquire the data 

synchronously. We will point out here also an issue not always straightforward to deal with: in a lot 

of microbeam experiments, on the same sample, the acquisition time (statistics of the signal) can 

highly depend on the type of analysis technique used (particularly here XRF, XAS and XRD—it can 

be, for example, that a sample exhibits good crystallinity (i.e. short exposure times needed for XRD) 

but presence of traces of chemical elements (i.e. larger acquisition per point needed for XRF)). High 

detector sensitivity and dynamics can partially overcome this point. Fast acquisition schemes can 

also allow, in particular cases, performing subsequently the acquisition of the 2 datasets, thus 

minimizing a possible sample change (evolution) in between.  

vi) Recording in reasonable time large and complete sets of data (e.g. mapping large regions of 

the the reciprocal space). 

High flux to be provided by diffraction limited synchrotron sources and the related high 

intensity nano-beamlines will also contribute to such statistically meaningful and hierarchical 

length-scale measurements in a significant way. Next to third generation synchrotron sources (APS, 

DESY, Spring 8, ESRF, Soleil, Diamond, Alba, SLS etc.) new low emittance sources are already 

under construction (NSLS-II, MAX-IV, Sirius) (http://www.lightsources.org/regions). The fourth 

generation sources (MAX-IV in Sweden, Sirius in Brazil) make use of the significant improvement 

in accelerator technology enabling a radical increase in the horizontal emittance in order to approach 

the diffraction limit for multi-keV photons [184]. The upgrade of several synchrotrons worldwide is 

under design or consideration to achieve such diffraction limited storage rings (DLSR) [185]. These 

will open up experimental capabilities not possible right now in the field of hard X-ray 

spectromicroscopy and scanning imaging due to the large transversely coherent spectral flux for 

multi-keV photons. Diffraction-limited nano-focusing will largely benefit from this. Since the 

intensity in the diffraction-limited spot is given by the coherent flux provided by the source, these 

new highly coherent X-ray sources will permit several order higher flux density in the focused beam. 

Moreover, the almost round photon beam will be an additional asset for imaging applications, since 

e.g. the source can be directly de-magnified into a symmetric nano-beam without using a secondary 

source.  

These future improvements of synchrotron sources must be followed by upgrade of optics, 

beamline technology, detectors and data analysis in order to fully profit from the new source 

characteristics. High optical quality optics is crucial to preserve the wave front of the highly coherent 

X-ray beams of the forthcoming low emittance sources. It is expected that nano-focusing optics, 

which are already approaching or overcoming the 10 nm spatial resolution limit [186–190] will 

become available with some nm’s focal spot sizes for routine applications [191]. For example, the 

Hard X-ray Nanoprobe (HXN) beamline at NSLS-II [174] has a target of achieving a 1 nm spot size 

and as such it is a good marker for the transition to the expected DLSR performances. The resulting 
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intense diffraction limited size beams will open new perspectives for example in 3D     

tomography [24,176–178] and will make possible even 4D measurements e.g. XANES or time 

resolved tomography with some nm’s spatial resolution within some tens of minutes [146]. However, 

the small focal distance (~mm) and focal depth (~µm) of nm resolution hard X-ray focusing optics 

might represent a technical challenge for practical applications, especially in case of in operando 

studies with dedicated sample environments or 3D tomography of several µm’s thick samples. The 

latter might be overcome by new measurement methods and reconstruction techniques. Coherence 

based experimental techniques, such as coherent scatter imaging / ptychography, will highly profit 

from these source upgrades; next to the possibility of improving the spatial resolution down to some 

nm’s in 3D [192], they will be extendable to higher energies compared to the <10 keV energies they 

are mostly used today.  

As such, new diffraction limited synchrotron sources will complement free electron lasers 

(FEL), which are providing ultrashort femtosecond pulses with high peak brilliance and fully 

coherent beams. They are available also in the hard X-ray range for users since a little over five years 

(LCLS at SLAC National Accelerator Laboratory, SPring-8 Angstrom Compact Free Electron Laser, 

SACLA) and other ones are under construction (i.e European XFEL in Germany). FEL is expected to 

be the major experimental tool in areas of science, such as light–matter interactions, ultrafast 

time-resolved and single shot measurements at high spatial resolution, and study of matter under 

extreme conditions. We refer to the special issue of the Journal of Synchrotron Radiation covering 

the recent possibilities of FELS [193], as this is not the scope of the recent review. 

High X-ray nano-beam intensities might create radiation damage even in hard condensed matter 

samples (which are, most of the time, considered as radiation resistant in X-rays) and related devices 

altering the studied characteristics and device performances [18,21]. Radiation damage is predicted 

to ultimately limit the achievable spatial resolution in many systems, particularly polymeric or soft 

matter, which have much lower critical doses for radiation damage than metal or semiconductor 

systems. This should be identified and minimized in a critical manner, though the quantification of 

radiation damage is not obvious. Performing rapid data acquisition can be one way to limit the dose 

deposited in the sample during the measurement. For this the development of high efficiency, low 

noise and large collection angle detectors are crucial.    

All these issues make that the amount of acquired data in one experiment is tremendously 

increasing in size,and it is expected to lead to ~10 TB data volumes per experiment at new DLSR’s. 

New algorithm of quantification, dose efficient measurement and statistically meaningful data 

exploitation are the challenges to be faced for efficient user-friendly operation possibilities. The data 

management (during and after the experimental campaign) is to be thoroughly considered. This 

comprises not only the data transfer and storage, but, in a more general manner, its handling. 

Combination and interpretation of large volumes of data (big data) originating from fast, multimodal 

and “multi-microscopy” measurements is a real challenge where on-line data visualization and fast 

data pre-treatment is becoming crucial for the success of an experiment.  

During the fast acquisition, (pre-) visualization tools are required as diagnosis tools for the well 

advancing of the acquisition process itself: most of the time, it is useless to perform the acquisition of 

the dataset in times as short as seconds or below, if the experimentalist has no fast feedback (e.g. is 

data statistics good enough; is the region of interest to be mapped properly chosen, are there any 

changes visible if kinetics is measured, etc.) for decision about the continuation of the measurement. 

Achieving data exploitation times compatible (or at least of the same order of magnitude) with the 
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data acquisition times became a must lately [183] this can be mandatory for the well and optimum 

performing of an experiment, as well for the proper decision taken in how to conduct the experiment 

(for example, temperature annealing, better statistics or improved resolution, changing / adapting the 

sample environment, etc.). 

Even the subsequent step, the thorough data exploiting, has to be carefully evaluated before 

performing it. Extracting the meaningful information, data correction and modelling might not be 

trivial at all. Even if the corresponding algorithms exist for “classical” acquisition schemes, they 

might simply not be adapted when dealing with very large datasets, as they can be extremely time 

consuming (e.g. ptychographic reconstruction, multivariate statistical analysis). Converting data 

from area detector images (e.g. powder diagrams extraction) are routinely done nowadays even at 

laboratory instruments for hundreds of images, but treating datasets (extraction, fitting, phase 

identification) of several 10
6
 images or more, might become unrealistic in reasonable timeframes. 

Efforts are performed lately in developing or optimizing data treatment; quite often they involve an 

approach done “internally” (same group which did the data acquisition). The computer code 

optimization becomes very important. Sometimes, even a revision of the whole modelling process 

(and theory) should be desirable, if possible. It is clear that this should lead to some new approaches 

and understanding of the physical and chemical properties of such systems. Handling and 

exploitation of big data sets will need common effort among different establishments in data sharing 

and software developments and even to adapt already existing approaches in other fields e.g at 

XFEL’s, astronomy, geology, meteorology, if possible. 

We will point out two tools which can be used at present to exploit large datasets (10
6
 datapoints 

or more) originating from XRF and/or XRD fast acquistion experiments: PyMCA [194] and   

PyFAI [195] respectively. The perfromances will highly depend on the computing configuration used. 

PyMCA can ensure pre-visualisation (for example by calculating, from the fluorescence raster maps, 

the specific Region of Interest (ROI) contrast maps) rather quickly once the data is loaded. This 

might be enough for defining areas of interest in the sample, especially if isolated chemical species 

are present (no XRF signal superposition). In reverse, a proper deconvolution of all the XRF spectra 

of a 10
6
 raster map can take up to several days. Concerning PyFAI, a computational performance of 

up to 300 frames per second (images of 1 Mega-pixels each) was reporteed [195].  

These developments will provide breakthrough in high-resolution imaging and tomography, 

microscopy, and spectroscopy. New techniques and approaches will provide new perspectives for 

high societal impact studies in material sciences and the related engineering and fabrication process. 
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