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Abstract: Japan contains a vast number of isolated islands. Majority of these islands are powered
by diesel generators (DGs), which are operationally not economical. Therefore, the introduction of re-
newable energy systems (RESs) into these area is very much vital. However, the variability of RESs as
a result of weather condition as well as load demand , battery energy storage system (BESS) is brought
into play. Demand response (DR) programs have also been so attractive in the energy management sys-
tems for the past decades. Among them, the real-time pricing (RTP) has been one of the most effective
demand response program being utilized. This program encourages the customer to increase or reduce
the load consumption by varying the electricity price. Also, due to the increase in power transaction
market, Japan electric power exchange (JEPX) has established spot (day-ahead), intraday hour-ahead,
and forward market programs. This paper utilizes day-ahead and hour-ahead markets, since these mar-
kets can make it possible to deal with uncertainty related to generated power fluctuations. Therefore,
this paper presents the optimal operation method coping with the uncertainties of RESs in multi-area
small power systems. The proposed method enables flexibility to correspond to the forecasting error by
providing two kinds of power markets among multi-area small power systems and trading the shortage
and surplus powers. Furthermore, it accomplishes a stable power supply and demand by RTP. Thus, the
proposed method was able to reduce operational cost for multi-area small power systems. The process
of creating operational plan for RTP, power trading at the markets and the unit commitment of DGs are
also presented in this paper. Simulation results corroborate the merit of the proposed program.

Keywords: uncertainty; reforecasting and replanning; real-time pricing; day- ahead market;
hour-ahead market; unit commitment



\protect \relax \protect \edef txr{txr}\protect \xdef \U/txexa/m/n/5 {\OT1/txr/m/n/10 }\U/txexa/m/n/5 \size@update \enc@update http://www.aimspress.com/journal/energy/
http://dx.doi.org/10.3934/energy.2017.4.718

719

1. Introduction

There are many isolated islands in Japan which are not connected to the main grid. The power
systems in these islands mainly depend on diesel generators (DGs), which is not economically viable.
However, these remote islands are rich in natural resources and have good geographical locations that
make them suitable for renewable energy generation. Therefore, renewable energy systems (RESs)
such as photovoltaic (PV) and wind generator (WG) systems have been introduced [1-8]. However,
generated power by RESs varies according to the time and season as well as the weather conditions
such as solar radiatoin and wind speed [9-11]. In case where PV and WG are introduced into small
power systems, the power systems are affected because the rate of RESs to load demand is relatively
large. Also, there are cases wherein the operational plan created on day-ahead cannot work because
of forecasting error. In such scenario, the operational plan should be revisited based on new weather
information. As a measure against the generated power fluctuation of RESs, battery energy storage
system (BESSs) are often utilized. BESSs are very effective system because they allow the generated
power fluctuation to be suppressed by charging and discharging [12—16].

Moreover, demand response (DR) programs are attracting much attention these days [17-25]. DR
programs enable Power Companies to control the load consumption of customers, and they are divided
into time-based and incentive-based programs. Several literatures have developed DR models [19-22].
Furthermore, the effectiveness of DR has been investigated and the benefit it makes to the supply-side
by using demand-side resources [22—-25]. However, this paper utilizes real-time pricing (RTP) as a
time-based programs to correspond to the fluctuation of powers generated by RESs. RTP encourages
customer to increase or reduce the load consumption by varying electricity prices.

With the power system reform in Japan, the power markets transactions are also increasing. In
particular, spot (day-ahead) market, intraday hour-ahead market and forward market have been estab-
lished by the Japan electric power exchange (JEPX). Day-ahead market is wherein power transaction
is conducted based on the power generation and demand plan of next day, and hour-ahead market is
wherein you adjusts the plan in intraday. In the forward market, the power transaction is performed on
fixed price for the relatively far future [26]. These markets make it possible to deal with uncertainty
related to the generated power fluctuation [27-31].

This paper presents the optimal operation method coping with the forecasting errors caused by the
generated power of the RESs considering the reforecasting and re-planning, the RTP, and two kinds
of power markets in multi-area small power systems. The purpose of this research is to indicate the
cooperative optimal opration method for a group of isolated small power systems which have RESs and
BESS to relieve a economical burden. Furthermore, the process of scheduling the plan that contains
RTP and two kinds of power markets is presented, as a measure to cope with uncertainty of renewable
energies. The ultimate goal of this study is to reduce the total operational cost for a group of the
power systems.Two kinds of power markets are considered for power transactions in three small power
systems. The power transactions for the next day are performed in the day-ahead market, and the
power transactions in the hour-ahead market are conducted every 3 hours in focused day. However,
reforecasing and re-planning are carried out at the same time to reduce forecasting error. Furthermore,
the RTP is applied to level the load profiles by varying the electricity prices every hour. The proposed
method has achieved to reduce the total operational cost of the multi-area small power systems by using
the surplus power obtained through two kinds of power markets effectively even if the forecasting errors
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of the power generated by RESs and the load demand occur.
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Figure 1. Multi-area small power systems model.

Table 1. Installed capacity of each PS.
PS1 PS2 PS3

Max Load(MW) 1.0 0.85 0.85
DG1(0.5MW/unit) 1 1 1
DG2(0.35MW/unit) 2 1 1
PV(MW) 05 05 05
WGMW) - 05 075

BESS((0.5MW/5.0MWh)/unit) 1 1 1

The rest of the paper is organized as follows. Section 2 describes the multi-area small power sys-
tems model and scenario-based method. The transactions in two mentioned markets and the RTP are
discussed in Sections 3 and 4, respectively. In Section 5, the proposed operation method is explained
in detail. Section 6 indicates the simulation results and discussion. Finally, conclusion and future work
are given in Section 7.

2. Description of Power System Model

The multi-area small power systems model assumed in this paper is illustrated in Fig. 1. It can be
seen that each power system performs a power trading via power markets. Table 1 shows the installed
capacity in each power system (PS). Furthermore, Fig. 2 shows the configuration of resources in the
power system 1 (PS1) which includes two types of DG, PV, and BESS. The power generated by PV
and load profile in PS1 are indicated by solid lines in Figs. 3(b) and 3(c). It is assumed that the hourly
prediction data of demand, wind, and irradiance are obtained, and updated every 3 hours. However,
uncertainties are considered by using scenario-based method. Fig. 3 shows normal distributions and
the load demand and the power generated by PV. The forecasting error increases in proportion to time,
and thus, the normal distributions for making scenario are assumed as shown in Fig. 3(a). In Figs. 3(b)
and 3(c), the dotted lines represent the scenario examples of the load demand and the power generated
by PV.

AIMS Energy Volume 5, Issue 4, 718-734.
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Figure 2. Configuration of Power System 1 (PS1).

3. Power Markets

As mentioned earlier, the day-ahead and hour-ahead markets are considered. This paper determines
the bidding price and bidding power by using fuzzy inference. Furthermore, the membership function
used in bidding is shown on the following equations.

SFse:ksePdl (PdlSO) (31)
CRh,, = CRh,, + SF,, 3.2)
CRIl,, =CRI,, +SF,, 3.3)

(PRma - CRlse)
MS,, = R, < PR,, < CRh,, 3.4
o= Cri, —crr, (Rl CRise) (-4)

where, S F g, is shift function for selling; k,, is coeflicient; P, is the difference between load demand
and generation output (expected surplus power); CRA,, is maximum criterion price; CRI,, 1s minimum
criterion price; MS ;. is membership function; PR, is the trading price. First, the validities obtained
from membership function are evaluated as shown in Figs. 4(a) and 4(b) and then, the bidding price and
bidding power are determined in Fig. 4(c) by using center-of-gravity method. As a decision criterion
for the bidding price and bidding power, the minimum difference between the bidding powers in each
PS is employed. Moreover, these equations are:

3

min: Y PLS(1) (3.5)
PS=1
N
P () = kg x | P53 ,(0) - Z Pho ()| + kpg X MS [ X P (3.6)
i=1
Pio(t) = MS % x PG} (1) (3.7)
where P}>(f) is the bidding power in PS th power system at time #; P57 (r) is the difference between

load demand and generation output (expected surplus power) in PS th power system at time ¢; k; is the
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Figure 3. Making scenario.

weight for load demand; P;f * is the difference between load demand and RES output in PS th power
system at time 7; N is the number of DG introduced into power systems; P4e.(7) is the output power of
the i th DG in PS th power system at time 7; kgg is the weight for the state of charge (SOC); MS ;QPES is
the validity of SOC in PS th power system; P%5. is the charging and discharging power of BESS in PS
th power system at time #; MS'FS is the validity of the expected surplus power.

The sigmoid function is utilized as a demand response model of customer to the electricity price.
The load demands are levelized by the RTP shown in Fig. 5 and Eq. (4.1). The equation of demand
amount to electricity price is:

1
T = PRy =Sy T “.1)
L Pt
APLoad(t) = hrtp(t) X (Plgad(t) - M) (42)
PRTPLoad(t) = PLoad(t) + APLoad(t) (43)
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Figure 4. Membership functions.

where, h,,,(¢) 1s the variation rate of load demand at time #; PR,,(¢) is the set price at time #; S F is
the left-right shift coefficient; S F; is the top-bottom shift coefficient; AP;,.,() is the response amount
at time 1; P (?) is the difference between load demand and RES output at time #; Pgrrproad(?) 18
the difference between load demand and RES output at time ¢ after RTP. The response amounts are
determined based on this sigmoid function.

5. Proposed Operation Method

The flow of operational method proposed in this paper is shown in Fig. 6. Planning the opera-
tional plan and bidding to the day-ahead market are performed by using the forecasting load in the
preceding day. In the forecast day, the reforecasting and re-planning, RTP, and transactions in the
hour-ahead market are performed every 3 hour by calculating the shortage and surplus power caused
by the forecasting errors.

This section describes the objective function, constraints and optimization method to reduce the
total operational cost of multi-power systems.

AIMS Energy Volume 5, Issue 4, 718-734.
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5.1. Objective Function

The objective function is to minimize the total operational cost of multi-power systems in this paper.
The start/stop and output plan for the DG, the charging and discharging plan for the BESS, the demand
response plan, and interchanging power are determined such that the objective function is minimized.
Furthermore, the objective function and the total cost of multi-power systems are given by

100

min : TC = " p(TCpsi + TCpss + TCps3) (5.1)
s=1
24 N
TCps = ) [ (FAO(Pogi(t)) + S Ui(t) + S Di(1)) + Ciss + Caay(®) + Crour(0)] (5.2)

=1 i=1
where, p, is the probability of error; s is the scinario number; 7C is the total cost; F(t)(Ppgi(t)) is
the fuel cost [Yen] of the i th DG at time #; Ppg;(t) is the output power [KW] of the i th DG at time #;
S U;(t) and S D;(¢) are the starting and stopping cost [Yen] of the i th DG at time #; Cpggg is the energy
cost [Yen] of BESS used in one day; C,,, and Cj,,, are trading prices in the day-ahead and hour-ahead
markets, respectively.

Furthermore, fuel cost is decided by:

Q X PDGi X PRC
F[ P i) = 53
(Ppci) 0. %, (5.3)
where, Q is the heat value, it has been considered in this paper by 9 970 [kJ/kW]; PR. is the fossil fuel
cost which is considered as 90 000 [Yen/kL]; Q. is the heat value of fossil fuel (heat value of fossil fuel

has taken by 41.9 x 10° [kJ/KL]); 1;(¢) is the generating efficiency of the i th DG at time .

DS

"=’ 0.8} .
2 061 ]
s 93l ]
S :
= -0-2 -
Q_‘ -0.41 T
q) -0.6 B
= -0.8p B
= 7 '0 10 20 30 40 50 60 70 80 90 100
< Electrlclty prices [ Yen / kWh]
Figure 5. Sigmoid function.
Preceding day Forecast day

+Planning *Reforecasting and Re-planning (every 3 hour)
«Day-ahead market  *Hour-ahead market (every 3 hour)
*Real-time Price (every 3 hour)

Figure 6. Operation scheduling flow.
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5.2. Constraints
5.2.1. System Power Balance Limit

The total amount of outputs of each DG, the charging and discharging power of BESS and the
interchanging power should be equal to load demand at every time as follows:

N
Z Ppgi(t) + Ppess(t) + Pre(t) + Paay(t) + Ppow(t) = Prrproad(?) (5.4)

i=1

where, Pg.(?) is the output [kW] of RESs at time #; Pggss(?) is the charging and discharging power
[kW] of the BESS at time #; Py, (#) and Py, (t) are the trading power [kW] in the day-ahead and
hour-ahead markets, respectively. Pp,.q(?) is the load demand [kW] at time .

5.2.2. Constraints Related to RTP

The controllable load Prrpro.q after RTP must be within the limit of P'L"o’?d and PL’szl every time as
follows:

PMn () < Prrproaa(t) < PI™(0) (5.5)

where, Prrproqq 1S the modified load demand by RTP [kW]. In addition, P
maximum and minimum load demand [kW], respectively. P’

max  min
[her and P/m" represent the

n ' max .
. and P " are:

Loa Loa
, P,
PRes(t) = P (0) + 5—"— (5.6)
PrrpLoad(t)
,oo Pr
Pt (1) = P (t) = 5—"— (5.7)
Prrproad(t)

where, P,;, is the response power [KW]; P} . is the load demand before RTP [kW]. Furthermore, the
load consumption after RTP should be equal to the load consumption before RTP as follows:

T T
f P, (tdt — f P (t)dt
0 0

where, W,.(T) is the controlled load consumption [kW]; P;,(?) is the increased load power [kWh];
P,.(?) 1s the decreased load power [kW] as follows:

Piy(t) = Prrproad(t) — Plougs  (PRTPLOGd 2 Ploua) (5.9)

Pu(t) = P} ,,0(1) = Prrrroads (Plous = PrTPLOGE) (5.10)

Wre(T) = =0 (58)

5.2.3. Constraints Related to DG

The generation output of each DG must be limited within a specified range as follows:
Ppci(t) < Ppg; (5.11)

where, P77 and the maximum output power [MW] of DG;. Furthermore, the spinning reserve must be
installed in each DG to cope with load demand fluctuation as follows:

Ppgi(t) + P,.i < Ppg; (5.12)

AIMS Energy Volume 5, Issue 4, 718-734.
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where, P,,; is the spinning resereve [kW] of the i th DG which is considered as 10[%].
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Figure 7. Flow chart of proposed method.

5.2.4. Constraints Related to BESS

The charging and discharging power of BESS need to be within P . and Pje  as follows:

Piitss < Priss (1) < P (5.13)
where, Pjr. . and P . are the maximum charging power [kW] and maximum discharging power of
the BESS. Furthermore, the BESSs can be charged and discharged within the limit ranges of S OC,,;,

and S OC,,,, as follows:
SOC,in <SOC@H) < S0C, 4, (5.14)

where, S OC,,,, and S OC,,,, are the minimum and maximum SOC [%] for BESS at time ¢, it is consid-
ered by 20 % and 80 % to cope with the output fluctuated of RESs.

5.3. Optimization Method

In this paper, the unit commitment for the DG, the charging and discharging plan for the BESS, and
the trading power are determined by using this optimization method, Tabu-search. The optimization
flowchart is shown in Fig. 7.

STEP1: The forecasting data of the load demand and the power generated by PV and WG are inputted.

STEP2: The unit commitment plans of DGs are determined by the forecasting data in each power
system, and then determine the bidding power to the bidding price in day-ahead market by calcu-
lating the shortage and surplus power from the determined plan.

AIMS Energy Volume 5, Issue 4, 718-734.
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STEP3: The contract processing is conducted from the bidding price and power in day-ahead mar-
ket, and the electricity is traded by determining the contract price and power. In addition, the
operational plan is created considering the day-ahead market.

STEP4: The reforecasting and re-planning are conducted, and calculate the shortage and surplus
power caused by the forecasting error of the power supply and demand. Furthermore, the bidding
power to the bidding price in hour-ahead market is determined by calculating the shortage and
surplus power from the determined plan.

STEPS: The operational plan is determined considering the hour-ahead market. Furthermore, if fore-
casting data is updated, the algorithm proceeds to STEP3, or it ends.

6. Results and Discussion

To confirm the effectiveness of the proposed method, this Section makes a comparison between
three cases: the operational plan is determined without considering two kinds of power markets and the
RTP in Case 1. Case 2 adresses the day-ahead market and RTP, and Case 3 looked at proposed method,
the operational plan is determined by considering the reforecasting and re-planning, the day-ahead and
hour-ahead markets, and the RTP. In this paper, the operational plan of one day is determined, and
it is assumed that forecasting data is updated every 3 hour. Furthermore, the uncertainty regarding
the power supply-demand is considered by applying scenario-based method and using 100 kinds of
scenarios with respect to the load demand and the output of RESs. Three cases are operated in each
scenario, and the method for confirming the effectiveness is to calculate the expectation value of the
operational cost.

The simulation results of three cases are illustrated in Figs. 8, 9 and 10, respectively. It can be seen
from Fig. 8 that the number of starts and stops of the DGs in PS2 are many at morning, while that of in
PS3 are many at night. This is because the DGs are required to start and stop to cope with forecasting
error of the load demand and power generated by RESs. In particular, the SOC reaches 80% after
16:00 in the PS3 because the surplus power occurred in large amount caused by the forecasting error.
Therefore, the DGs start and stop frequently because the BESS cannot charge. From Figs. 9 and 11(a),
PS1 is obtained profit by selling electricity in day-ahead market. In PS2 and PS3, they meet the load
demands in the forenoon by buying electricity in day-ahead market and charging and discharging of
the BESSs. The results show that day-ahead market brings about reduction in the number of starts and
stops of the DGs. Atnight, DG in PS3 unavoidably stopped because BESS cannot charge. Furthermore,
in PS2 and PS3 in case 3, the forecasting errors of the load demand and the renewable energies are
compensated by interchanging electricity through two kinds of power markets and RTP as shown in
Figs. 9 and 11(b). It is clear from Figs. 8, 9 and 10 that the number of starts and stops of the DGs in
proposed method is less than that of the DGs in Case 1 and Case 2. Fig. 12 shows the simulation results
of RTP. The load demand is decreased when the electricity price is expensive, while it is increased when
the electricity price is low as shown in Fig. 12. Thereby, it is accomplished to level the load demands
in each PS. The expected values of the Fuel and operational costs in each case are listed in Table 2.
It can be seen that the value of the proposed method has the lowest cost of three cases. Thus, the
high-efficiency operation has been achieved, even when the forecasting error occur.

AIMS Energy Volume 5, Issue 4, 718-734.
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7. Conclusion

In recent year, RES and BESS have been introducing into the power systems in isolated small
islands in Japan because of its low economic cost as compared to DGs. However, the problem of
uncertainty of renewable energies has a bad effect on the power systems, especially in the case of the
small systems. therefore, as countermeasures towards the above problem, the process of creating the
effective operational plan for RTP, power trading at the markets, and the unit commitment of DGs has
been explained in this paper. Furthermore, the uncertainty of renewable energies is faithfully modeled
in simulation by taking into account that forecast errors are increased in proportion to the time.

Table 2. Fossil fuel and operational costs.
Case 1 Case 2 Case 3

RTP without with with
Day-ahead market without with with
Hour-ahead market without without with

Fuel cost [Yen] 2,810,100 2,168,100 1,738,900
(100%) (77.2%) (61.9%)

Operational cost [Yen] 2,937,047 2,294,047 1,865,847
(100%) (78.1%) (63.5%)

This paper focuses on determining the optimal operation plan capable of coping with uncertainty

regarding the power supply-demand by considering the reforecasting and re-planning, the day-ahead
and hour-ahead markets, and RTP. By applying RTP, it was able to create the operational plan which
can cope with the output variation of RESs by using the DR ability of customers, and to effectively use
energies. The power markets enable to transact the shortage and surplus power caused by the output
variations of RESs with neighborhood islands. Furthermore, the optimal amount of trading power
were determined by fuzzy inference in this paper. The proposed method utilized renewable energies
effectively by suppressing the surplus and shortage powers caused by a forecasting error. Fortunately
the proposed method was able to reduce the total operational cost of the multi-area small power systems
even if the forecasting errors relating the power supply-demand occurred.
In this work, the optimum installed capacity of DGs, RESs and BESSs are not considered. However,
optimum installed capacity is required to be considered for coping with uncertainty regarding the power
supply-demand with increase in RESs. Thus, this study can be extended into the optimal operation
method considering the optimum installed capacity of each system for the future research.
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