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Abstract: We consider a cluster of buildings within proximity that share a large-capacity battery
for peak-shaving purposes, and draw power from the grid at a premium once they reach a certain
threshold. Our goal is to identify a resource allocation policy that minimizes the amount of energy
the cluster draws at a premium, while also ensuring fair access to all of its members. We introduce an
adaptive policy that allows for maximum energy savings when the network load is low, and ensures
fairness when the aggregate power level is high. We compare this adaptive policy with two standard
resource allocation strategies with complementary advantages, and demonstrate through an extensive
performance evaluation, that it combines the benefits of both. It is therefore suitable for a microgrid
operator where equal weight is given to both cluster-wide cost minimization and fairness among all
customers.
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1. Introduction

Utility tariffs that employ time-of-use pricing schemes or demand charges are becoming the norm
for high-demand customers, in an effort to keep their demand under control ([1, 2, 3, 4]). On the
customer side, an often used solution is to deploy a large capacity battery, charge it during off-peak
hours when the electricity is cheap, and have it absorb part of the building’s needs during the on-peak
period of the day. Most of the time however, it is not economical for a single customer to deploy such
a solution on their own, due to the high battery cost that outweighs the incurred energy cost savings.

Therefore, several buildings within proximity of each other may partner and collectively buy a
single battery to serve the needs of the whole cluster. An energy consumption controller deployed in
the cluster, along with smart meters with bidirectional connectivity in each building are used to ensure
that the battery is (i) used optimally for the cluster, and (ii) shared fairly among its members.
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Figure 1. System diagram.

We consider a group of customers that share a battery for peak-shaving purposes, and also sign a
group contract with the utility where they effectively get a lower energy unit price in exchange for
guaranteeing their power consumption won’t exceed a certain threshold. The lower the threshold (the
tighter the constraint), the lower the contract price. If the load exceeds the contract rate, the cluster is
paying a premium for every unit above the threshold. Our goal is to minimize the amount of energy
drawn at a premium.

When it comes to the utility, thanks to the group contract signed above, the cluster is treated as
a single, atomic entity for billing purposes. However, when it comes to the group, each participant
is responsible for their own usage and has to pay for it. This necessitates the need to monitor the
intra-group demand on a per building/stakeholder level, and motivates us to examine the issue of fair
resource sharing. We group the cluster customers into high- and low-demand tiers based on a stochastic
characterization of their demand profiles. Our second, parallel goal then is to ensure that the delta
between the overall unit prices that each customer is paying is as small as possible.

In order to achieve these goals, we examine two standard resource allocation policies with comple-
mentary benefits. We then introduce our own hybrid adaptive policy which allows us to find a sweet
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spot between the two earlier policies. We compare all three and perform sensitivity analyses to identify
trends.

We begin with an overview of related and motivating work in Section 2. In Sections 3 and 4 we
present our model formulation and resource-allocation policies respectively. We proceed with the
performance evaluation of those policies in Section 5, and end with conclusions in Section 6.

2. Related work

Caron et al. [5] consider customers within a local distribution network that have access to the
instantaneous total load on the grid, and introduce a distributed ‘time/slackness’ stochastic strategy
that reduces the total cost for the customers and makes the overall load profile flatter. Koutsopoulos
et al. [6] develop two online scheduling policies where demands are queued if the current load is
higher than a threshold, and activated again either right before their deadline expires, or when there
is enough residual energy. Using Jensen’s inequality they also derive a lower bound on the average
cost performance of all considered scheduling policies. Samadi et al. [7] consider a utility function
for the customers and treat this as a welfare maximization problem, solved using a distributed pricing
algorithm. Kim et al. [8] assume a time-varying price of electricity and a scheduler with statistical
knowledge of future prices, and solve the resulting cost minimization problem by means of a Markov
decision process. Alizadeh et al. [9] consider a neighborhood scheduler that queues the energy requests
of ‘deferrable’ loads and optimizes the time at which they are served, so as to lower the overall cost and
allow distributed energy resources to contribute. Fahrioglu et al. [10] look into how the utilities could
design incentive-compatible contracts for effective demand management, using game theory principles.

Finally, we see parallels to our problem with the one examined by Goudarzi et al. [11] in multi-tier
cloud computing systems, where the clients have Service Level Agreements (SLAs) and the system’s
profitability depends on the resource allocation that will allow these SLAs to be met.

3. Model formulation

In [12], the behavior of a power consumer is modeled as a k-state continuous time Markov Chain,
since it is the random superposition of different appliances, themselves considered as multi-level on-
off sources, according to [13]. We adopt the modeling assumptions presented in [6] because (i) they
capture the bursty nature of arriving requests, as well as (ii) the fact that the chances of having large
durations decrease fast, and (iii) they allow for mathematical tractability. We do not introduce any new
assumptions.

In our model, a cluster (or ‘network’) comprised of M buildings generates power requests (or jobs).
During a peak consumption period T , each building n ∈ [1,M] issues requests (or jobs) according to
a homogeneous Poisson process with an arrival rate λn. The time duration of each demand τn, j (where
j ∈ N+ is a request counter), is exponentially distributed with parameter µn. The power requirement
pn, j of each request is also considered exponentially distributed with parameter κn, and is measured in
kW. Each customer request is then characterized by the tuple:

(αn, j, τn, j, pn, j) (1)
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where αn, j is the interrarival time of requests in hours (hence exponentially distributed with param-
eter λn), τn, j is the duration of the request in hours, and pn, j is the instantaneous power consumption in
kW, considered constant throughout τn, j. Adopting the notation introduced in [5], the demand profile
of each customer request is defined as:

dn, j(t) := pn, j · 1{αn, j≤t≤αn, j+τn, j} (2)

where 1 is the indicator function and t ∈ [O,T ]. Likewise, the aggregate instantaneous load on the
network is defined as:

L(t) :=
M∑

n=1

∑
j

dn, j(t) (3)

The number of active requests on the network at any given time t ∈ [0,T ] is:

J(t) :=
M∑

n=1

∑
j

1{αn, j≤t≤αn, j+τn, j} (4)

The cluster signs a ‘tight guarantee’ contract with the utility for a threshold of LCAP kW. The unit
cost for every kWh consumed when the power demand is equal to or less than LCAP kW, is p1. The
integral over time of every kW of demand beyond LCAP kW is charged at a premium of p2 = pBAT · p1

per kWh (i.e. pBAT is a factor of the contract rate).
The grid is equipped with a battery rated at W kW, a discharge duration of H hours at its nominal

power rating, and a charging efficiency η [14]. At the beginning of T it is fully charged with a capacity
of C = W · H kW.

Now, let E(t) be the remainder of the cluster’s aggregate instantaneous load beyond the contract cap
of LCAP kW, that is:

E(t) := max(0, L(t) − LCAP) (5)

Further, let LGC, LBAT , LGP be the loads that are served by the grid at the contract rate, the battery,
and the grid at the premium rate respectively. During peak hours, the cluster’s power requests are
served in the following order: when L(t) ≤ LCAP all the demands are satisfied by the grid at the low,
contract rate of p1 per kWh. When LCAP < L(t) ≤ LCAP + W:

LBAT = E(t) (6)

This is the demand served by the battery at a rate of p2 per kWh. Finally, if L(t) ≥ LCAP + W, E(t) is
greater than the battery’s nominal rate (W kW), so there will be a remainder that is served by the grid
at a premium (p3 = pGP · p1).

Note that, in the policy that we consider in this work, the charge p2 of drawing from the battery is
higher than the contract rate p1, even though the battery is charged during off-peak hours when the unit
cost of electricity is cheaper. The difference is the self-imposed charge by the cluster in order to pay off

the amortized procurement and investment battery costs. The cluster could also settle on a price-point
p2 that is less than p1 (i.e. p2 < p1), depending on the discount rate, the amortization period, and
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the agreed upon payback period of the investment (book life). The former option constitutes a more
aggresive policy, and is the one we focus on here. At any rate, the unit cost p2 for drawing from the
battery should be lower than that of drawing from the grid at a premium (p3), otherwise one could just
skip the battery in this setup altogether. We therefore have:

p1 < p2 < p3 (7)

Table 1. Notations.

Parameter Description

T Duration of peak period. Measured in hours.
M Number of buildings in cluster.
n Building identifier. n ∈ [O,M].

λn
Interarrival rate for power requests of building n. (Rate of a homogeneous Poisson
process.)

µn
Service rate for power requests of building n. (Rate of a homogeneous Poisson
process.)

κn
Rate that determines the power level of the requests of building n. (Rate of a
homogeneous Poisson process.)

j Request identifier. j ∈ N+.
αn, j Arrival instant of request j of building n. Measured in hours. αn, j ∈ [O,T ].
τn, j Time duration of request j of building n. Measured in hours. αn, j ∈ [O,T ].
pn, j Power level of request j of building n. Measured in kW. pn, j ∈ R

+.
W Nominal power rating of battery. Measured in kW.
H Discharge duration of battery at its nominal power rating W. Measured in hours.
η Charging efficiency of battery.
C Battery capacity. Measured in kWh.
RAFn Resource allocation factor for building n.
AUCn Average unit cost of energy for building n.
dn, j(t) Demand profile of request (n, j). Measured in kW.
L(t) Aggregate instantaneous load on the cluster. Measure in kW.
J(t) Number of active requests on the network at time t ∈ [O,T ].
LCAP Power threshold set in contract for discounted electricity. Measured in kW.
E(t) Quantity by which L(t) exceeds LCAP. Measured in kW.
LGC Load served by the grid at the contract rate. Measured in kW.
LBAT Load served by the grid at the contract rate. Measured in kW.
LGP Load served by the grid at the premium rate. Measured in kW.
p1 Unit cost for every kWh drawn from grid-contract.
p2 Unit cost for every kWh drawn from the battery.
p3 Unit cost for every kWh drawn from grid-premium.
pBAT Factor by which p2 is greater than p1.
pGP Factor by which p3 is greater than p1.
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We are effectively dealing with three servers that we access in order of increasing cost: grid at the
contract rate (grid-contract), battery, and grid at a premium (grid-premium). Each energy request
from the buildings is serviced immediately, i.e. there is no deferral. As noted in [6], when each request
is served upon arrival, J(t) can be thought of as the occupation process of an M/M/∞ service system;
it is therefore a continuous time Markov chain whose steady-state probabilities can be derived from
equilibrium equations [15]. All the adopted notations are summarized in Table 1.

4. Resource-allocation policies

We consider the following scheduling policies, all of them put into effect by a network-wide con-
troller that regulates the power flows for every member of the cluster; see Figure 1 for a conceptual
system diagram.

In the ‘strict bounds’ policy, we use the stochastic characteristics of the requests generated by each
building, to define a factor proportional to its estimated power needs. We call this the resource alloca-
tion factor and it is defined as follows:

RAFn =

λn
µn·κn∑

n

λn
µn·κn

(8)

We then use this quantity to establish bounds for each building when drawing from the grid or the
battery. Specifically, each building can draw up to RAFn · LCAP kW from the grid, and up to RAFn · C
kWh of the battery’s initial charge at a maximum rate of W/M. Any demands above these thresholds
are accommodated by the grid at a premium.

In the ‘no bounds’ policy, all customer jobs are queued according to a first-come, first-serve logic.
The grid-contract server picks up jobs from the head of the queue until L(t) reaches LCAP kW, then the
battery comes into play until it becomes full; finally, the grid-premium server picks up any outstanding
requests.

The ‘adaptive bounds’ policy is a hybrid of the previous two; when the aggregate instantaneous
load on the network is less than the grid contract cap LCAP, access to the grid-contract resource is not
constrained. If the about-to-be-admitted job’s power level is such that the total load will exceed the
cap, the controller switches to a strict bounds regime. If the overall demand L(t) drops under LCAP

again, the ‘no bounds’ policy is put into effect again, and any throttling at the grid-contract level is
ceased.

Note that contrary to most of the work presented in Section 2, we do not defer load requests; we
attempt to identify a resource allocation policy that improves the cluster’s welfare, while serving its
requests without delays.

To that effect, we track two output performance measures. One, the amount of energy that the
cluster draws from the grid at a premium; this is a quantity that we wish to minimize so as to decrease
the utility charges. Two, the average unit cost of energy for each customer. We expect this to be higher
for a building that cannot tap into the grid-contract server with the same frequency as another building.
In a fair resource allocation regime, the relative difference (or standard deviation) of the average unit
costs of all buildings should be minimal.

Our expectation is that the ‘strict bounds’ rule will be the fairest of all considered policies, since each
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customer has uncontended access to their own ‘power’ band in the grid-contract and battery servers.
(Note that there is no point in assigning bounds for the grid-premium server, since its resources are
effectively infinite.) This is conditional on our definition of the resource allocation factor, and its
appropriateness as an index for each building’s energy consumption throughout the peak period.

The ‘no bounds’ policy is expected to perform well in terms of peak shaving for the whole cluster,
since it stacks the incoming jobs on top of each other, without leaving any unused resources in the
lower-priced servers (grid-contract and battery).

Finally, we expect our ‘adaptive bounds’ policy to combine the attractive characteristics of both
previous policies to some degree; the fairness of the ‘strict bounds’ policy, and the load compacting of
the ‘no bounds’ one. The underlying algorithm behind our ‘adaptive’ policy is shown in Algorithm 1.

Algorithm 1 Adaptive algorithm
1: if L(t) < LCAP then
2: current policy← no bounds
3: building quota← LCAP

4: else
5: current policy← strict bounds
6: building quota (grid-contract)← LCAP · RAFn

7: building quota (battery)← C · RAFn at W/M

5. Performance evaluation

All the results below are the averages of 100 replications with 95% confidence intervals.
We consider 10 buildings in our cluster; all of them share the same stochastic characteristics when

it comes to the power requests they generate. On average, jobs arrive once per minute, last 50 seconds,
and have a power level that we gradually increase in each batch of replications from 20 to 120 kW
(this is the x-axis of Figure 2). For the battery we wish to pick a capacity that (a) prevents the cluster
from reaching to the grid-premium server, when we’re at the lower range of the cluster’s capacity, and
(b) does push the cluster toward grid-premium otherwise, so that we can investigate the interaction of
the cluster with all three bands, as the aggregate power demands of the cluster increase. We therefore
assume that a 1.5 MWh Lithium-ion battery with 90% round-trip efficiency [16] is shared by the cluster,
i.e. W = 500 kW, H = 3 hrs, C = 1500 kWh, η = 0.9. This is the rounded maximum capacity at which
the cluster does not draw power from the grid-premium server

Figures 2a and 2b quantify how well each policy can utilize the available resources, as the load
on the network increases. The goal is to minimize the cluster’s exposure to the costly grid-premium
server, so we want the energy drawn from it to be as small as possible.

In that regard, as Figure 2a shows, the ‘strict bounds’ policy performs the worst, and the ‘no bounds’
policy the best, due to its ability to “stack” the jobs on top of each other and fully use the resources
of the grid-contract server, before moving to the more expensive battery server, and then to the most
expensive grid-premium server. The ‘adaptive bounds’ policy lies in between those two. In the begin-
ning, it stays close to the performance of the ‘no bounds’ policy; the instantaneous load on the network
is such that the policy can accommodate within the grid-contract server. As the load increases, the
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number of times the adaptive policy switches over to the strict policy increases; this is when the dis-
tance between the ‘no bounds’ and the ‘adaptive’ curve begins to grow in Figure 2a. Finally, the load
becomes so large that the adaptive policy effectively degenerates to the strict one; this corresponds to
the rightmost side of the figure.
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Figure 2. Utilization of premium-priced resources as the network load increases. (a)
Top: Energy the cluster draws from grid-premium., (b) Bottom: Percentage of the

initial battery charge C that the cluster has used by the end of T .

The adaptive policy is overall closer to the performance of the ‘no bounds’ policy than the strict
one, i.e. it does not just perform as the average of these two. Given that the ‘no bounds’ policy here
is the optimal one, this result is highly desirable. Notice how all three strategies begin at the same
starting point; when the demand is low enough that access to the grid-premium server is minimized, all
policies perform the same when it comes to absorbing the cluster’s demand via the grid-contract and
battery servers.

Figure 2b complements Figure 2a by showing how the battery server is used. Beginning with the
leftmost side of the figure, we see that the strict rule is the first one to access the battery server; as soon
as each building hits the ceiling of their allocated band in grid-contract, it moves on the battery server,
regardless of any unused resources in the rest of grid-contract. On the contrary, both the ‘no bounds’
and adaptive policies defer access to the battery server until grid-contract is full. The results on the
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Figure 3. Small buildings: relative unit energy cost difference compared to large
buildings. The units in the x-axis are measured in multiples of 20 kW, the mean power

level of small buildings.

rightmost end will also be interpreted in conjunction with our observations on Figure 3 below. Given
that access to grid-premium is inevitable due to the high aggregate load, the fact that the ‘no bounds’
policy uses up most of the battery charge is a desirable quality; the more it draws from the battery, the
longer it delays its transition to the premium band. The adaptive policy uses the battery less than the
strict rule, but this is because it utilizes grid-contract in a far more optimal manner.

In Figure 3 we are switching our focus to fairness. Let us consider 9 large buildings and 1 small
one in our 10-building cluster. A building falls into the ‘large’ tier if its average power level is at least
an order of magnitude larger than a building from the ‘small’ tier. In this example, the small building
generates requests with an average power level of 20 kW. For the large buildings in the cluster, this
number begins at 200 kW, or 10 times the level of a small building, and eventually grows to 400
kW (this is the x-axis of Figure 3). The mean interarrival and service time rates remain fixed for all
buildings at 1

60 seconds and 1
50 seconds as before. (Note that tiers could have also been drawn by changing

how often the buildings generate requests, or how long their requests need to be serviced for, i.e. by
modifying the λ or the µ parameter in the (λ, µ, κ) tuple and keeping all other values fixed.)

Going back to the considered setup, this is a network where the requests coming from large build-
ings dominate the network when it comes to using its resources, and as we increase their power level,
this phenomenon becomes even more prevalent. It is therefore a good stress test for the fairness per-
formance of all policies. We evaluate fairness as follows: at the end of each run, we multiply the
amount of energy each building drew from each of the three servers by their unit cost. We add up these
products, and divide the result by the overall energy usage of the building:

AUCn :=
p1·
∫ T

0 LGC,n(t)dt+p2·
∫ T

0 LBAT,n(t)dt+p3·
∫ T

0 LGP,n(t)dt∑
j

pn, j·tn, j
(9)

This gives us the average unit cost of energy (notated as AUC in the formula above) for each
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building. In a fair policy, the standard deviation between the unit costs of all buildings should be as
small as possible. In our case, since we are dealing with 9 large buildings which have similar unit costs
due to their identical stochastic characteristics, we focus on the relative difference between the two
tiers as a less biased metric of fairness.

AUCsmall − AUClarge

AUCsmall
(10)

As with the standard deviation, we wish to keep that difference as small as possible.
Examining Figure 3 we observe that, as the network becomes saturated with power requests, all

policies eventually settle to a steady state, but the levels at which they settle are different. The strict
strategy performs the best, with the relative difference remaining within 5% throughout the entire
range of scenarios considered. The adaptive policy is slightly worse, due to its operation at times as
‘no bounds’; it settles at a relative difference in unit costs of around 7%. However, it constitutes a
significant improvement over ‘no bounds’, improving its fairness by a factor of two.

For the adaptive policy, also observe that under heavy load, the unit cost for small buildings is
slightly higher than that of large buildings. This happens because in the adaptive regime, when access
to grid-contract happens on a first-come, first-serve basis (i.e. when it is effectively operating as ‘no
bounds’) there will be instances that this server’s resources are used entirely by the dominant traffic
generator on the network, that is, the ‘large building’ tier. Such occurrences bring the tier’s average
unit cost down. This is not possible in the ’strict’ regime since the large buildings are always limited to
their own allocated bands and cannot capture grid-contract in its entirety; this is why the strict policy
practically tends to zero.

Finally, we examine how sensitive the policies are to changes in the access costs of the premium-
priced servers (battery and grid-premium), and whether they pass along this cost difference to the
large and small customers in the cluster in a proportional manner. This is always tied directly to the
aggregate load on the cluster; performing this sensitivity analysis on a different operating point will
bring about different results. However, for a given operating point, this evaluation allows us to identify
how each policy utilizes the premium-priced resources (battery and grid-premium) and whether it
passes along the cost increases fairly (i.e. does the relative unit cost difference decrease?).

In our considered setup, the ‘large building’ tier now generates requests with a fixed average power
level of 300 kW. All other building-related parameters remain the same as before. This is a heavily
loaded network that keeps all servers busy.

In Figure 4a, we are gradually increasing the cost parameter pGP that applies when accessing grid-
premium (this is the x-axis of Figure 4a). This corresponds to the scenario where the cluster is willing to
sign a contract with tighter guarantees, and thus a higher premium if these guarantees are not honored.
(The reward is cheaper access to grid-contract.) In Figure 4b, we keep the cost of accessing grid-
premium fixed, and instead gradually increase the cost of drawing from the battery (while keeping it
below the grid-premium unit cost at all times). This could correspond to the case when the cluster
increases the self-imposed fee of accessing the battery in an attempt to pay off the battery installation
costs sooner, or invest in more capacity.

We observe (Figure 4a) that the relative difference between unit costs of small and large customers
gradually increases in the ‘strict’ policy. This happens because the large customers are, in relative
terms, more exposed to the grid-premium band than the small customer. (Remember that access to
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Figure 4. Small buildings: relative unit energy cost difference compared to large
buildings. (a) Top: pGP ranges from 3 to 7. pBAT remains fixed at 1.5. The strict policy
drew 910 kWh from the battery and 8, 952 kWh from grid-premium. Those numbers

are 1500/6047 for the ‘no bounds’ policy, and 643/7, 303 for the adaptive one, (b)
Bottom: pBAT ranges from 1.5 to 5. pGP remains fixed at 7. The strict policy drew 910

kWh from the battery and 8, 952 kWh from grid-premium. Those numbers are
1500/6047 for the ‘no bounds’ policy, and 643/7, 303 for the adaptive one.

the grid-premium server is unrestricted in all policies.) Therefore, the average unit cost of the ‘large-
building’ tier increases more than that of the small building. Conversely, and following the same logic,
the relative difference decreases when the battery costs increase (Figure 4b); for the power level that we
picked for the small building, the percentage of its jobs served by the battery server compared to grid-
premium is higher than that of the large buildings, where a sizeable portion is served at grid-premium.
A similar argument can be made for the increase that the adaptive rule demonstrates in Figure 4b; the
percentage of small building jobs served at the battery is higher than that of large buildings jobs (a
considerable portion of which is now served at grid-contract).

Notice that for the adaptive policy, as Figure 4a shows, a cost increase in grid-premium leaves the
relative unit cost difference between small and large buildings unaffected. Part of the large building
jobs that were served in grid-premium under the strict regime, are now served in grid-contract (in
those time instances when the instantaneous total load falls below grid-contract threshold). This leaves
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the same percentage of ‘grid-premium’-served jobs for both types of buildings, so the cost increase
affects them both in equal measure. This is, again, a side-effect of the way the adaptive policy utilizes
the lower-priced servers (when operating under a ‘no bounds’ rule), and its advantage over the strict
strategy. We note that in both scenarios, the adaptive policy remains a fairer policy than the ‘no bounds’
one, in consistence with what we saw in the previous section (Figure 3).

The analysis above focuses on (a) the relative ease of access that each type of customer (small/large)
has to the grid-contract server, and (b) to the effect the price increases on premium-priced servers have
across policies, both by means of the relative unit energy cost difference of small buildings compared
to big buildings. Future extensions of this work may also wish to consider the frequency with which
each customer accesses the battery when assessing fairness, as extensive battery usage leads to more
charging cycles and eventually a degradation of the battery’s life.

6. Conclusions

As we have demonstrated, our adaptive policy combines the benefits of both the strict and the ‘no
bounds’ policy. In our view, and in light-load conditions, fairness is not an issue since the power
resource is not congested; what matters is to avoid premium charges since every request can be accom-
modated by the low-priced grid-contract server.

The adaptive policy operates similarly to the ‘no bounds’ rule, thus allowing a cluster to utilize its
own resources (grid-contract and battery) optimally, and to avoid premium charges from the utility. On
the other hand, when the network is heavily loaded with power requests, access to the grid-premium
server is unavoidable, so ensuring fairness –in the sense of a similar average unit cost for all buildings–
is a key matter. For that reason, our adaptive rule evolves into a strict regime, enforcing each customer
to limit their requests in each server to their own properly-sized band. The size of these bands is
calculated using the resource allocation factor formula that we introduced (Eq. 8).

Because the adaptive policy smartly alternates between these two regimes when it most makes
sense, it performs better than an average of the two base policies would. We have shown via sensitivity
analyses that premium energy usage is closer to the ‘no bounds’ policy (the optimal in that front)
than to the strict one. Similarly, its fairness performance is closer to the ‘strict’ strategy than to the
‘no bounds’ one. It is therefore an optimal combination of the two policies, suitable for a microgrid
operator where equal weight is given to both cluster-wide cost minimization and fairness among all
customers.
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