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Supplementary 

The empirical data from [1] is utilized to estimate the model parameters. In this supplementary 
file, we present both empirical and estimated distributions for certain model parameters, such as the 
anticipated speed of ants and their turning angles. 

A group of N ant workers navigates a 2D circular arena with a radius of M = 520 pixels in 
continuous space, see Figure S1. 
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Figure S1. A single frame extracted from the simulation utilizing the baseline parameters 
in Table 1 in the main text: The color scheme illustrates the current speed parameter, 𝜆௧௣ in 
pixels per time-step, for each agent. Visual segments connect pairs of agents currently in 
contact, and boxed points draw attention to agents in the alarmed state. For a more dynamic 
presentation, kindly refer to the Supplemental Videos. 

The angle of the ant’s heading during time-step t, denoted by 𝜃௧௣, defined as the counterclockwise 
angle from the x-axis of the vector connecting two consecutive positions as shown in Figure S2. 

 

Figure S2. Position update notation at time-step 𝑡: The axes depict Cartesian space within 
the model, with the model’s length scale adjusted to match empirical tracking data. Since the 
tracking data is quantized into a pixel-based coordinate system, each unit in the model arena 
equates to a length of 1 pixel. 
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The change in heading, denoted as ∆𝜃௧௣ = 𝜃௧௣-𝜃௧ିଵ௣ , is observed to adhere to a Laplace distribution, 
as illustrated by the black curve in Figure S3. Consequently, we have employed the following 
distribution fitting to the data: 

 𝑃(∆𝜃௧௣) = ఠୣ୶୮(ିఠห∆ఏ೟೛ห)ଶ , ∆𝜃௧௣𝜖(−𝜋, 𝜋), (S1) 

here, 𝜔ିଵ represents the mean magnitude of the turning angle, which remains consistent for all ants 
across all time-steps, as depicted by the red curve in Figure S3. 

Based on the data visualization, it appeared to us that the exponential distribution is a suitable fit. 
When fitting this distribution to the data, the goodness of fit was deemed acceptable, with a sum of 
squared errors (SSE) of 10ିସ and an adjusted R-square of 0.98. 

 

Figure S3. Distribution of turning angles ∆𝜃  from empirical data and the models: The 
black histogram depicts the aggregated data from all three post-introduction empirical 
videos. Error bars indicate the standard error of the mean across these three videos. Smaller 
peaks in the empirical distribution are attributed to the quantization of spatial coordinates 
in the tracking data based on pixel locations. The red curve represents the model of 
Laplace probability distribution of turning angles at each time-step (RMSE = 0.00036). 
This distribution was adjusted to match the empirical distribution using Eq (S1) with 𝜔ିଵ = 21.4°. The blue curve depicts a model of normal probability distribution of turning 
angles at each time-step (RMSE = 0.00393). 

The empirical data indicates that the speed of ant p at time t, denoted as 𝑠௧௣ depicted by the black 
curve in Figure S4. Based on this data visualization, it appears that the exponential distribution is a 
suitable fit. We employ the distribution in Eq (S2) to analyze the data and determine the expected 
speed for ant p at time t, denoted as 𝜆௧௣. Fitting this distribution to the data, the goodness of fit is 
deemed acceptable, with a sum of squared errors (SSE) of 10ିସ and an adjusted R-square of 0.98. The 
curve obtained from the fitting process is illustrated as the red curve in Figure S4.  
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 𝑃൫𝑠௧௣൯ = ௘௫௣ቆିೞ೟೛ഊ೟೛ቇఒ೟೛ . (S2) 

 

Figure S4. Comparison between the framewise speed distribution observed in empirical 
videos and the model’s specified speed distribution for an individual ant: The black curve 
represents the amalgamation of all videos recorded prior to stimulus introduction, 
encompassing all individuals across various videos and times without alarm stimuli. On 
the other hand, the red curve is the result of fitting the exponential probability distribution 
(following Eq (S2), with 𝜆∗  set at 1.87  pixels per time-step) to the black curve. This 
determined best-fit value was consistently applied in all model simulations to define the 
framewise speed distribution of unalarmed ants, unless explicitly stated otherwise. It’s 
important to note that for alarmed ants, characterized by 𝜆௧௣ values different from 𝜆∗, the 
red curve would exhibit a thicker tail compared to the observed empirical curve. 
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