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**Supplementary**

**Table S1.** Parameter setting of eXtreme Gradient Boosting model.

|  |  |
| --- | --- |
| Parameter | Parameter setting |
| learning\_rate | 0.3 |
| min\_child\_weight | 1 |
| max\_depth | 6 |
| gamma | 0 |
| subsample | 1 |
| colsample\_bytree | 1 |
| reg\_lambda | 1 |
| n\_estimators | 300 |
| random\_state | 42 |

**Table S2.** Parameter setting of random forest model.

|  |  |
| --- | --- |
| Parameter | Parameter setting |
| n\_estimators | 200 |
| random\_state | 42 |

**Table S3.** Parameter setting of support vector machine model.

|  |  |
| --- | --- |
| Parameter | Parameter setting |
| kernel | ‘rbf’ |
| C | 1 |
| gamma | 1 |
| probability | True |

**Table S4.** Parameter setting of k nearest neighbors mode.

|  |  |
| --- | --- |
| Parameter | Parameter setting |
| n\_neighbors | 10 |

**Table S5.** Parameter setting of CNN model.

|  |  |
| --- | --- |
| Network | Parameter setting |
| Conv1D\_1 | Filters = 128, conv\_size = 7, padding = ‘same’, activation = ‘relu’ |
| MaxPooling1D\_1 | max\_pooling\_size = 2 |
| Dropout\_1 | 0.5 |
| Conv1D\_2 | Filters = 128, conv\_size = 7, padding = ‘same’, activation = ‘relu’ |
| MaxPooling1D\_2 | max\_pooling\_size = 2 |
| Dropout\_2 | 0.5 |
| Flatten |  |
| Activation | ‘relu’ |
| Dense | latent\_dim = 256 |

**Table S6.** The reslut of the integration of two kinds of models by calculating the mean of the output probability.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Integration strategy | Recall | Precision | F1-score | Accuracy | AUC |
| CNN+XGBoost | 0.5 | 0.92(±0.02) | 0.85(±0.02) | 0.88(±0.01) | 0.88(±0.01) | 0.95(±0.01) |
| **CNN+RF** | **0.5** | **0.91(±0.03)** | **0.88(±0.02)** | **0.89(±0.02)** | **0.89(±0.02)** | **0.95(±0.01)** |
| CNN+GNB | 0.5 | 0.76(±0.03) | 0.82(±0.02) | 0.79(±0.02) | 0.80(±0.02) | 0.93(±0.01) |
| CNN+SVM | 0.5 | 0.91(±0.02) | 0.87(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.95(±0.01) |
| CNN+KNN | 0.5 | 0.91(±0.02) | 0.87(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.95(±0.01) |
| CNN+RF+XGBoost | 0.5 | 0.90(±0.02) | 0.85(±0.02) | 0.87(±0.01) | 0.87(±0.01) | 0.94(±0.01) |
| CNN+RF+GNB | 0.5 | 0.84(±0.03) | 0.85(±0.02) | 0.85(±0.02) | 0.85(±0.02) | 0.93(±0.01) |
| CNN+RF+SVM | 0.5 | 0.91(±0.02) | 0.86(±0.02) | 0.88(±0.01) | 0.88(±0.02) | 0.94(±0.01) |
| CNN+RF+KNN | 0.5 | 0.90(±0.03) | 0.86(±0.02) | 0.88(±0.02) | 0.88(±0.02) | 0.94(±0.01) |
|  |  |  |  |  | *Continued on next page* |
| Integration strategy |  | Recall | Precision | F1-score | Accuracy | AUC |
| CNN+XGBoost | 0.55 | 0.88(±0.02) | 0.87(±0.02) | 0.88(±0.02) | 0.87(±0.02) | 0.95(±0.01) |
| CNN+RF | 0.55 | 0.88(±0.03) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.95(±0.01) |
| CNN+GNB | 0.55 | 0.73(±0.03) | 0.85(±0.02) | 0.78(±0.02) | 0.80(±0.02) | 0.93(±0.01) |
| CNN+SVM | 0.55 | 0.89(±0.03) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.95(±0.01) |
| CNN+KNN | 0.55 | 0.89(±0.03) | 0.88(±0.02) | 0.89(±0.01) | 0.89(±0.01) | 0.95(±0.01) |
| CNN+KNN+XGBoost | 0.55 | 0.88(±0.03) | 0.85(±0.02) | 0.87(±0.02) | 0.87(±0.02) | 0.94(±0.01) |
| CNN+KNN+RF | 0.55 | 0.88(±0.02) | 0.87(±0.02) | 0.88(±0.02) | 0.88(±0.02) | 0.94(±0.01) |
| CNN+KNN+GNB | 0.55 | 0.81(±0.03) | 0.85(±0.02) | 0.83(±0.02) | 0.83(±0.02) | 0.93(±0.01) |
| CNN+KNN+SVM | 0.55 | 0.89(±0.03) | 0.87(±0.02) | 0.88(±0.02) | 0.87(±0.02) | 0.94(±0.01) |
| CNN+XGBoost | 0.6 | 0.85(±0.03) | 0.88(±0.02) | 0.87(±0.02) | 0.87(±0.02) | 0.95(±0.01) |
| CNN+RF | 0.6 | 0.84(±0.03) | 0.91(±0.02) | 0.87(±0.01) | 0.88(±0.01) | 0.95(±0.01) |
| CNN+GNB | 0.6 | 0.72(±0.04) | 0.86(±0.03) | 0.78(±0.02) | 0.80(±0.02) | 0.93(±0.01) |
| CNN+SVM | 0.6 | 0.86(±0.04) | 0.90(±0.02) | 0.88(±0.02) | 0.88(±0.02) | 0.95(±0.01) |
| CNN+KNN | 0.6 | 0.86(±0.03) | 0.90(±0.02) | 0.88(±0.02) | 0.88(±0.02) | 0.95(±0.01) |
| CNN+RF+XGBoost | 0.6 | 0.86(±0.03) | 0.87(±0.02) | 0.86(±0.02) | 0.86(±0.02) | 0.94(±0.01) |
| CNN+RF+GNB | 0.6 | 0.76(±0.03) | 0.86(±0.02) | 0.81(±0.02) | 0.82(±0.01) | 0.93(±0.01) |
| CNN+RF+SVM | 0.6 | 0.85(±0.03) | 0.88(±0.02) | 0.86(±0.02) | 0.87(±0.02) | 0.94(±0.01) |
| CNN+RF+KNN | 0.6 | 0.85(±0.03) | 0.88(±0.02) | 0.86(±0.02) | 0.87(±0.02) | 0.94(±0.01) |
| CNN+XGBoost | stacking | 0.89(±0.03) | 0.83(±0.02) | 0.86(±0.02) | 0.86(±0.02) | 0.86(±0.02) |
| CNN+RF | stacking | 0.91(±0.03) | 0.87(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |
| CNN+GNB | stacking | 0.88(±0.02) | 0.88(±0.02) | 0.88(±0.01) | 0.88(±0.01) | 0.88(±0.01) |
| CNN+SVM | stacking | 0.89(±0.02) | 0.88(±0.02) | 0.88(±0.01) | 0.88(±0.01) | 0.88(±0.01) |
| CNN+KNN | stacking | 0.89(±0.02) | 0.88(±0.02) | 0.88(±0.01) | 0.88(±0.01) | 0.88(±0.01) |
| CNN+RF+XGBoost | stacking | 0.89(±0.02) | 0.83(±0.02) | 0.86(±0.01) | 0.86(±0.01) | 0.86(±0.01) |
| CNN+RF+GNB | stacking | 0.92(±0.02) | 0.86(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |
| CNN+RF+SVM | stacking | 0.92(±0.02) | 0.87(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |
| CNN+RF+KNN | stacking | 0.92(±0.03) | 0.87(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |
| CNN+RF+SVM+XGBoost | stacking | 0.89(±0.02) | 0.83(±0.02) | 0.86(±0.01) | 0.86(±0.01) | 0.86(±0.01) |
| CNN+RF+SVM+GNB | stacking | 0.92(±0.03) | 0.86(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |
| CNN+RF+SVM+KNN | stacking | 0.92(±0.02) | 0.87(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |
| CNN+RF+SVM+KNN+XGBoost | stacking | 0.89(±0.02) | 0.83(±0.02) | 0.86(±0.01) | 0.86(±0.01) | 0.86(±0.01) |
| CNN+RF+SVM+KNN+GNB | stacking | 0.92(±0.03) | 0.86(±0.02) | 0.89(±0.02) | 0.89(±0.02) | 0.89(±0.02) |

**Table S7.** Compare the experimental results.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Model | Best size | Recall | Precision | Specificity | F1-score | Accuracy |
| G4PromFinder | - | 0.69 | 0.431 | 0.089 | 0.53 | 0.389 |
| CNN+RF | 81\*32, 256 | 0.98(±0.00) | 0.98(±0.02) | 0.97(±0.02) | 0.98(±0.01) | 0.98(±0.01) |
| CNN | 81\*32 | 0.95(±0.01) | 0.98(±0.01) | 0.98(±0.01) | 0.96(±0.01) | 0.97(±0.01) |
| XGBoost | 512 | 0.99(±0.00) | 0.97(±0.03) | 0.97(±0.03) | 0.98(±0.02) | 0.98(±0.02) |
| RF | 256 | 0.99(±0.00) | 0.97(±0.03) | 0.97(±0.03) | 0.98(±0.01) | 0.98(±0.02) |
| GNB | 512 | 0.73(±0.02) | 0.80(±0.02) | 0.82(±0.02) | 0.76(±0.02) | 0.77(±0.01) |
| SVM | 512 | 0.88(±0.01) | 0.85(±0.01) | 0.84(±0.02) | 0.86(±0.01) | 0.86(±0.01) |
| KNN | 512 | 0.90(±0.01) | 0.84(±0.02) | 0.83(±0.02) | 0.87(±0.01) | 0.87(±0.01) |

**Table S8.** The results of six individual classification algorithms on the training dataset.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Model | Recall | Precision | F1\_score | Accuracy | AUC |
| CNN | 0.88(±0.06) | 0.81(±0.06) | 0.84(±0.02) | 0.83(±0.03) | 0.93(±0.01) |
| XGBoost | 0.80(±0.02) | 0.79(±0.02) | 0.79(±0.02) | 0.79(±0.02) | 0.85(±0.01) |
| RF | 0.79(±0.02) | 0.80(±0.02) | 0.80(±0.02) | 0.80(±0.02) | 0.85(±0.02) |
| GNB | 0.74(±0.02) | 0.72(±0.02) | 0.73(±0.02) | 0.72(±0.02) | 0.78(±0.02) |
| SVM | 0.83(±0.02) | 0.80(±0.02) | 0.81(±0.01) | 0.81(±0.01) | 0.87(±0.02) |
| KNN | 0.84(±0.02) | 0.79(±0.02) | 0.81(±0.01) | 0.81(±0.02) | 0.85(±0.01) |
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