E% MBE, 18(1): 214-230.
ATMS DOI: 10.3934/mbe.2021011

%g Received: 09 September 2020

Accepted: 17 November 2020
Published: 26 November 2020

http://www.aimspress.com/journal/MBE

Research article

A distributed quantile estimation algorithm of heavy-tailed distribution

with massive datasets

Xiaoyue Xiel?* and Jian Shit?

1 Academy of Mathematics and Systems Science, Chinese Academy of Science, Beijing 100190, China
2 School of Mathematical Sciences, University of Chinese Academy of Sciences, Beijing 100049, China

* Correspondence: Email: xiexiaoyuel6@mails.ucas.edu.cn; Tel: +8615611535356; Fax:
+861082541972.

Supplementary

A. The proof of Theorem 3.1

Proof: According to Theorem 2.1 and Assumption A of Hong et al. [19], the proposed distributed
algorithm could converge to the set of KKT points when the following assumption A, B and C were
satisfied.

A. there exists a positive constant L, >0 such that

V9, (x)-V. 9. < Llxz]l, V xz€0, Vk.

Moreover, ® is a closed convex set on R?.

B. For all k, the stepsize p, is chosen large enough such that

B1. The 7, subproblem is strongly convex with the strongly convexity coefficient being

AVE ,
B2. pr(p)>2L, and p 2L,.

C. g(x) islower bounded forall xe®.

Therefore, the proposed algorithm only satisfies the above three assumptions.
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Since g, (x) is a smooth function and g(x) >0, then assumption A and C is satisfied. and we
have by the mean value theorem

L 2 4,ux (Gc(m)), V1 €O, (A.1)

whereG, is the Hessian matrix of g, and A4

max

(G, (7)) is the maximum eigenvalue of G, (n) for
N, €0.
On the other hand, let f, (77) be objective function for the 7, subproblem, if assumption B1 is

satisfied, then f,(n) satisfiesthat V7,7, €®, and

Yk (pk

F )2 Fo(m) + OV o, — )+ B2

where 7, (p,) isstrongly convexity coefficient and

f ()= gk(ﬂ)+<yk’77>+ |7 - 9”2

By Taylor expansion at 7,, which yields

)>7k(pk

1
5(772 _771)T Hk(no)(ﬂz ) |72, —m, ”2! dn, €0,

where H, is Hessian matrix of function f, . By the property of matrix eigenvalues, we have

7 (P < Ao (H()), V17 €O, (A.2)
When assumption B2 is satisfified, by Eq (A-1) and Eq (A.2), then we have

Pidein (H (1) > 220, (G (1)), V1 € ©.

And since
Huin (H (7)) = Ay (G (1) + 0
then
2o (G + P) > 220 (G (1)), (A3)

where



ﬂ’min (Gk) = min ﬂ’min (Gk (77))1
Anax (G ) = MaxX A, (G, (17))-

Clearly, when the assumption B is satisfied, then the Eq (A.3) is also satisfied, and vice versa.



