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Appendix

Proposition 0.1. The space (XIIT’IZ(U ), {.,.)) is a Hilbert space with scalar product given by

{u,v) := fVu.Vv dx + ff ux) — u@)OX) ~ vy)) dxdy.
o o

|X _ y|n+2s

Proof. 1tis easy to check that n(.) is a norm on X;[’?(U ), since n(u) = 0 implies u = 0 a.e. in R" follows
straightaway from ||ull;20) < {(u), Y u € Xﬁf(U ). In order to show that Xﬁlz(U ) is a Hilbert space, we
need to prove that X;EIZ(U ) is complete with respect to the norm 7(.). For this, let {u} ;e be a Cauchy
sequence in Xllilz(U). From ||ull;20) < {(u), Yu € Xllilz(U), we can easily deduce that {u;} jey 1s a Cauchy
sequence in L (0), and since it is a complete Banach space, there exists a u € L* (O) such that u i—u
in L* (0) as j — oo. Hence, up to a subsequence still denoted by itself such that u; — u a.e. in O, for
this, we refer [ [1], Theorem IV.9 |. Clearly, we also have that {Vu,}; is a Cauchy sequence in L*(0), and
hence there exists w € L*(O) such that Vu ;— win L*(O) as j — co. Now we will show that Vu = w. If
we fix ¢ € C;(0), then by the definition of weak derivative one has

ou; 0p .
j(;a—xjgbdx:—j(;uja—idx,\v’lﬁlén. (0.1)

Using the fact that strong convergence in L (O) as well as in L?(O) implies weak convergence in these

spaces, we have
0 0 Ou
fuj—¢dx—>fu—¢ dxandfﬁ¢dx—>fw,¢dxasj—>oo. 0.2)
0o 6)61' o 8)6,' o axi o

Letting j — oo in (0.1) and using (0.2), we obtain

fw,-qbdx:—fua—d)dx,\flsign.
) o 0x;
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It follows at once that

A elX0), Y 1<i<n, ie, Vu=w
Hxi

Hence, the proof of our claim is finished. Next, we aim to prove that X ll.l’lz(U ) is complete. For this, one
can notice that u; — u a.e. in O as j — co. More precisely, it means that there exists a set D; C R” such
that

IDi]=0 and u;(x) = u(x)as j— oo forall x € O\D,. (0.3)

Furthermore, given any H : R" — R, for any (x,y) € R?", we consider the following function

(H®) = HMolx, y)]

|x yl n+2:

0.4)

Gux,y) = [

Now, since

n+25

(10) = 1) = 1,0 + 1)) xo(x. y)
GL[_,‘(x’ y) - Guk(xa y) = [ |x y| ]

and {u;}; is a Cauchy sequence, we have for any € > 0, there exists n, € N such that, if j, k > n,, then

(= ) ) = (0~ w)
€>C,,Sff ddy=|

|)C _ y|n+25

2
12 (]RZ” ) .

G., - Gy,

It follows that {G, }; is a Cauchy sequence in L* (RZ”). From this, we infer there exists G € L? (RZ")

such that G,—>G in L? (Rz”) as j — oo, and hence, without loss of generality, we have G, — Gae.
in R*" as j — oo. It means that we can find D, c R?" such that

IDs| = 0 and G(x,y) = G(x,y) as j — oo, ¥ (x,y) € R*\D;. 0.5)
For any x € O, we define the following sets such as
M,={yeR": (x,y) eR"Z}, P={xeQ:R"\M,=0}

and
N={(xy)eR":xecOandyeR"\M,].

Our next goal is to show
NCD, (0.6)

Indeed, if (x,y) € N, then y € R"\M,, namely (x,y) ¢ R*"\D,, and hence (x,y) € D,, as desired. In
addition, by (0.5) and (0.6), we find that |N| = 0. Hence, by Fubini’s theorem, it follows that

= |N| = fan\Mx| dx
0
and thus |[R"\M,| = 0 for a.e. x € O. Also, we have |O\P| = 0 which, together with (0.3), gives

[O\ (P\Dy)| = [(O\P) U Dy| < |O\P| + |Dy| =0
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In particular, we infer that P\D; is non-empty. Let us fix xy € P\D;. Now, since xo € O\D;, we have

lim u; (xp) = u(xo)
Jj—+oo

by (0.3). Moreover, R”\Mxo| = 0, since xy € P, namely for any y € M, , it follows that (xo, y) € R>\D,.
Hence, by using (0.4) and (0.5), we obtain that

. —(n+2s)
lim G, (x0,y) = |xo—y| 2
Jj+oo

]1_1)13’(1)0 (l/t] (X()) - uk(y))XQ (Xo, )’) = G (Xo, )’)

In addition, since O x (R¥\0) € Q. by the definition in (0.4),

Gy, (x0,y) = [M] fora.e. y e R"\O.
|xo — 12

Hence, we have
g

lim () = Jim (i (v0) = |0 =1 G, (50,))

Jjo+oo

n+2s
= u(xo) = |xo=yI'* G(xo,y) = u(y).
This implies that u; — u a.e. in R"\O as j — oo. Consequently, by Fatou’s lemma, we obtain

— 2 (x) = 1 (V)2
f () —u)” dy < liminf f Juj (%) = u;(y)l dxdy
Q Q

|)C _ y|n+25 j—o0 |X _ y|n+25
uilx)—u; 2
liminf f M dxdy + liminf f |Vu,*dxdy
= Yo e =y = Jo

= liminf n(u,)* < +oo.
J—00

Hence, we deduce that [u]? < +c0. Now it remains to show that n(u;) — n(u) as j — oo. For this, let us
take i > n,, then by using Fatou’s lemma, we get

2 i 2
[u; — uly < liminflu; — u;];
]—)(X)

2

< lim inf[u; — ;]2 + i inf ||V = Vit |7, 0,
J—

j—ooo

< liminf n(y; - uj)2 <e.
Jj—ooo

Hence, u; - u € X%I’?(U ) as i — oo, which completes the proof.
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